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Abstract

This paper is the translation by Giampiero Esposito of a paper originally published in
French in Acta Mathematica 88, 141-225 (1952) under the title: Théorème d’existence for

certain systèmes d’équations aux dérivées partielles non linéaires. The first three
chapters are devoted to the solution of the Cauchy problem, in the nonanalytic case, for a
system of nonlinear second-order hyperbolic partial differential equations with n unknown
functions and four independent variables. This task is accomplished in chapter III by using
the system of integral equations fulfilled by the solutions of partial differential equations that
approximate the original nonlinear system. In chapter IV, such results are applied to the
vacuum Einstein equations. The resulting Ricci-flatness condition is expressed, in isothermal
coordinates, through nonlinear equations of the kind studied here. It is hence proved that
the solution of the Cauchy problem, pertaining to such nonlinear equations, satisfies over the
whole of its existence domain the isothermal conditions if the same is true for the initial data.
One therefore obtains a solution of the vacuum Einstein equations which is unique up to a
coordinate change.

Introduction

I have studied the formulation of the Cauchy problem for nonlinear hyperbolic partial differential
equations as suggested by the equations of Einstein’s gravitation. These equations are indeed
a system of ten second-order equations, with four independent variables (space and time) and
ten unknown functions, the gravitational potentials. These equations are of normal hyperbolique
type in a regular system of spacetime coordinates. The determinism problem occurs, in Einstein’s
theory, in the form of a Cauchy problem, the data being assigned on a space-oriented manifold,
with respect to this system of equations. The study of this problem, on assuming analytic Cauchy
data1, had shown that, by using four conditions fulfilled by these data, in correspondence to some
initial data, assigned on a noncharacteristic surface S, there existed an Einstein spacetime in the
neighbourhood of S. The study of characteristic surfaces, defined by the fact that Cauchy data,
assigned on such surfaces, do not determine in its neighbourhood a spacetime, had shown that
these surfaces were tangent at any point M whatsoever on them to the characteristic conoid with
vertex at M , this conoid being generated by light rays, i.e., null geodesics. One could also see
the emergence of gravitational waves and gravitational rays, giving to the gravitational field the
character of a propagation phenomenon, and one could see the identity of propagation laws for
light and for the gravitational field. It therefore seemed very important to extend these results to
nonanalytic Cauchy data, on the one hand because such an hypothesis of analyticity is meaningless
in a physical theory where coordinate changes are only restricted to be sufficiently differentiable,
on the other hand to highlight what M. Stellmacher [11] calls causal structure of spacetime: the
gravitational field at a point M should only depend on the field at points preceding M (i.e. one
can reach the point M by a future-directed timelike worldline, which has a lower bound for the
time coordinate). M. Stellmacher had proved, by using majorizations of Friedrichs and Lewy type
and isothermal coordinates, an uniqueness theorem: to Cauchy data assigned on a domain of a
spacelike surface located within the characteristic conoid of vetex M , there corresponds at most
one single system of potentials at the point M (up to a coordinate change). It has been our aim
to prove that there corresponds effectively one such a system of gravitational potentials.

∗Email: ycb@ihes.fr
1G. DARMOIS [1], A. LICHNEROWICZ [2].
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The problem that I have considered is the Cauchy problem with respect to a system of second-
order partial differential equations, which are only linear with respect to second derivatives. The
universe being described by a system of isothermal and regular spacetime coordinates, the coeffi-
cients of second derivatives are the same for the ten equations, the corresponding quadratic form
having to be of the normal hyperbolic type.

The solution of the Cauchy problem for a nonlinear hyperbolic partial differential equation has
been determined by H. Lewy [5], in the case of two variables, by integration along characteristics and
subsequent approximations. Schauder [7], by using majorizations of the Friedrichs and Lewy type
and the approximation by means of analytic functions, pointed out in 1935 to a method enabling,
no doubt, to obtain an existence theorem for a second-order equation, hyperbolic, in any number
of independent variables. In 1937, by using a majorization discovered by Haar, Schauder [8] proved
the existence of a solution of the Cauchy problem for certain systems of first-order equations. His
solution was applicable, in particular, to a second-order equation in two variables. The study of
first-order hyperbolic systems and the Fourier transform led on the other hand Petrovsky [9], after
Herglotz [8], to a formulation of very general existence theorems.

It seemed to me that, for the problems considered by the theory of relativity, it would be
interesting to obtain, under the minimal possible amount of assumptions, an existence theorem
easy to use, enabling to find properties of the solutions that can be compared with the classical
properties of light waves and gravitational potentials, and to have formulas which can be an efficient
method of calculating gravitational fields, at least approximately, that correspond to given initial
conditions.

I therefore devote the first three chapters of this work to the solution of the Cauchy problem, in
the nonanalytic case, for a system of nonlinear second-order hyperbolic partial differential equations
with n unknown functions Ws and four independent variables xα, having the form

Es = Aλµ ∂2Ws

∂xλ∂xµ
+ fs = 0, λ, µ = 1, 2, 3, 4, s = 1, 2, ..., n,

where Aλµ and fs are given functions of the unknown Ws and their first derivatives.
I use, for this solution, a system of integral equations fulfilled by the seven-times differentiable

solutions of equations E.2 This system is obtained for some linear equations by integrating over the
characteristic conoid Σ with vertexM some linear combinations of the E equations (the coefficients
of these combinations are some auxiliary functions which possess at M the parametrix properties,
an approximation of the elementary solution of M. Hadamard) and by adjoining to the formulas
of Kirchhoff type obtained in such a way the equations determining the characteristic conoid and
the auxiliary functions. The results admit of an easy extension to nonlinear equations, subject
to the condition of integrating over Σ not the E equations themselves but the equations derived
from E by five derivatives, and provided one supplements the previous integral equations with
the equations relating among themselves the derivatives of the unknown functions up to the fifth
order. Such a system had been formed by Sobolev [11] for an hyperbolic linear second-order partial
differential equation (with analytic coefficients) and by Christianovich [13] for a nonlinear equation
in four variables. Christianovich was limiting himself, however, to an equation not containing mixed
second derivatives, and was not writing Kirchhoff formulas except when assigning particular values
to the coefficients (the solution that he provides of the system he obtains is on the other hand
erroneous, the integrals that he considers not being convergent).

By extending these methods, I write in its complete form the system of integral equations
satisfied from a system whatsoever of type E and I study in detail the various quantities occurring
in these integral equations (chapters I and II) in light of the goal of solving them. I point out that
the kernel, occurring in the Kirchhoff formula, is only bounded under differentiability assumptions
made on the unknown functions. Some difficulties occur therefore in the process of solving directly
the system of integral equations obtained, and of using it to solve the Cauchy problem relative to
E.

2M. M. RIESZ uses equally well integral equations to solve the linear Cauchy problem with variable coefficients.
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I come in chapter III to the Cauchy problem for system E by using the system of integral
equations fulfilled by the solutions of partial differential equations E1 that approximate E. The
proof is performed in detail in the case, a bit simpler, that involves derivatives of a lower order,
which is the one of equations of relativity, where the coefficients of second derivatives depend on
the unknown functions but not on their first derivatives. I prove that, to Cauchy data five times
differentiable, assigned on a compact domain d of the initial surface x4 = 0, there corresponds a
unique solution, four times differentiable, of equations E in a domain D, section of a cone having
as basis the domain d, if the coefficients of these equations are four times differentiable.

The solution of the Cauchy problem for a system E whatsoever can be obtained in a completely
analogous way: it is enough to consider equations approaching not E itself but some equations
previously derived.

I apply, in chapter IV, the previous results to the equations of gravitation.
The equations of relativity Rαβ = 0 get reduced, in isothermal coordinates, to equations of the

type E, Gαβ = 0. I prove, by using the conservation equations, that the solution of the Cauchy
problem, pertaining to the equations Gαβ = 0, satisfies over the whole of its existence domain the
isothermal conditions if the same is true for the initial data. This solution satisfies therefore the
equations of gravitation. I prove that it is unique up to a coordinate change. I have also built
an Einstein spacetime corresponding to nonanalytic initial data, assigned on a spacelike domain,
and in such a way that it highlights the propagation character which is peculiar of relativistic
gravitation.

CHAPTER I

Linear equations

We will consider in this chapter a system (E) of n second-order partial differential equations,
with n unknown functions us and four variables x, hyperbolic and linear, of the following type:

Er = Aλµ ∂2ur

∂xλ∂xµ
+Bs µ

r

∂us

∂xµ
+ fr = 0, r, s = 1, 2, ..., n, λ, µ = 1, 2, ..., 4.

The coefficients Aλµ (which are the same for all n equations), Bs µ
r and fr are given functions of

the four variables xα. We will assume that they satisfy, within a domain defined by
∣

∣xi − xi
∣

∣ ≤ d,
∣

∣x4
∣

∣ ≤ ε (i = 1, 2, 3)

(where xi, d and ε are some given numbers) the following assumptions:

Assumptions on the coefficients
(1) The coefficients Aλµ and Br λ

s possess continuous and bounded derivatives up to the orders
four and two, respectively. The coefficients fr are continuous and bounded.

(2) The quadratic form Aλµxλxµ is of the normal hyperbolic type, has one positive square and
three negative squares. We will assume in addition that the variable x4 is a temporal variable, the
three variables xi being spatial, i.e.

A44 > 0 and the quadratic form Aijxixj < 0 (negative definite).

(3) Partial derivatives of the Aλµ of order four and two, respectively, and Br λ
s satisfy Lipschitz

conditions with respect to all their arguments.

Summary of chapter I
We will prove, in light of our aim to solve the Cauchy problem, that every system of n functions

(continuous and bounded within D with their first partial derivatives), satisfying the (E) equations
and taking at x4 = 0, as for their first partial derivatives, some given values, is a solution of a system
of integral equations (I). These equations (I) express the values, at a point M0(x0) belonging to
D, of the unknown us in terms of their values on the characteristic chonoid (Σ0) of vertex M0 and
in terms of the initial data.
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We will obtain these equations by integrating over Σ0 some linear combinations of equations
(E), the coefficients of these combinations being n2 auxiliary functions which exhibit a singularity
at M0.

We will assume, in part I of this chapter, that the coefficients Aλµ take at M0 some particular
values (1, 0 and −1). We will suppress this restriction in part II.

A. Characteristic conoid

1 Equations defining the characteristic conoid

The characteristic surfaces of system (E) are three-dimensional manifolds of the space of four
variables xα, solutions of the differential system

F = Aλµyλyµ = 0

with
yλdx

λ = 0.

The four quantities yλ denote a system of directional parameters of the normal to the contact
element, having support xα. Let us take this system, which is only defined up to a proportionality
factor, in such a way that y4 = 1 and let us set yi = pi. The desired surfaces are solution of

F = A44 + 2Ai4pi +Aijpipj = 0, dx4 + pidx
i = 0. (1.1)

The characteristics of this differential system, bicharacteristics of equations (E), satisfy the follow-
ing differential equations:

dxi

Ai4 +Aijpj

=
dx4

A44 +Ai4pi

=
−dpi

1
2

(

∂F
∂xi − pi

∂F
∂x4

) = dλ1,

λ1 being an auxiliary parameter.
The characteristic conoid Σ0 with vertex M0(x

α
0 ) is the characteristic surface generated from

the bicharacteristics passing through M0. Any such bicharacteristic satisfies the system of integral
equations

xi = xi
0 +

∫ λ1

0

T idλ1, T
i = Ai4 +Aijpj ,

x4 = x4
0 +

∫ λ1

0

T 4dλ1, T
4 = A44 +Ai4pi, (1.2)

pi = p0
i +

∫ λ1

0

Ridλ1, Ri = −1

2

(

∂F

∂xi
− pi

∂F

∂x4

)

,

where the p0
i verify the relation

A44
0 + 2Ai4

0 p
0
i +Aij

0 p
0
i p

0
j = 0, (1.3)

where Aλµ
0 denotes the value of the coefficient Aλµ at the vertex M0 of the conoid Σ0.

We will assume that at the point M0 the coefficients Aλµ take the following values:

A44
0 = 1, Ai4

0 = 0, Aij
0 = −δij . (1.4)

The relation (1.3) takes therefore the simple form

∑

(

p0
i )

2 = 1.
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We will introduce to define the points of the surface Σ0, besides the parameter λ1 which defines
the position of a point on a given bicharacteristic, two new parameters λ2 and λ3 that vary with
the bicharacteristic under consideration, by setting3

p0
1 = sinλ2 · cosλ3, p

0
2 = sinλ2 · sinλ3, p

0
3 = cosλ2.

2 Domain V

The assumptions made on the coefficients Aλµ make it possible to prove that there exists a number
ε1 defining a variation domain Λ of the parameters λi by means of

|λ1| ≤ ε1, 0 ≤ λ2 ≤ π, 0 ≤ λ3 ≤ 2π, (Λ)

such that the integral equations (1.2) possess within (Λ) a unique solution, continuous and bounded

xα = xα(xα
0 , λ1, λ2, λ3), pi = pi(x

α
0 , λ1, λ2, λ3), (2.1)

satisfying the inequalities
∣

∣xi − xi
∣

∣ ≤ d,
∣

∣x4
∣

∣ ≤ ε

and possessing partial derivatives, continuous and bounded, of the first three orders with respect
to the overabundant variables λ1, p

0
i (hence with respect to the three variables λi).

The first four equations (2.1) define, as a function of the three parameters λi, varying within
the domain Λ, a point of a domain V of the characteristic conoid Σ0.

We shall be led, in the following part of this work, to consider other parametric representations
of the domain V :

(1) We shall take as independent parameters the three quantities x4, λ2, λ3. The function
x4(λ1, λ2, λ3) satisfies the equation

x4 =

∫ λ1

0

T 4dλ1 + x4
0 where T 4 = A44 +Ai4pi. (2.2)

Or it turns out from (1.3) that, on Σ0, one has

2Ai4pi = −Aijpipj −A44 ≥ −A44,

from which

T 4 ≥ A44

2
> 0;

x4 is thus a monotonic increasing function of λ1, the correspondence between (x4, λ2, λ3) and
(λ1, λ2, λ3) is bijective.

(2) We shall take as representative parameters of a point of Σ0 his three spatial coordinates xi.
The elimination of λ1, λ2, λ3 among the four equations yields x4 as a function of the xi.

From the relation
dx4 + pidx

i = 0,

identically verified from the solutions of equations (1.2) on the characteristic surface Σ0, one infers
that the partial derivatives of this function x4 with respect to the xi verify the relation

∂x4

∂xi
= −pi.

3Note that the integral equations (1.2) under consideration are nonlinear integral equations, the quantity under
integration symbol being a polynomial of given functions of the unknown functions. It is easy to prove that these
equations have a continuous, bounded, three times differentiable solution, verifying

˛

˛xi − xi
˛

˛ ≤ d and
˛

˛x4
˛

˛ ≤ ε

within the domain (Λ) below. Analogous proofs are performed in chapter III.
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If we denote by [ϕ] the value of a function ϕ of four coordinates xα on Σ0 and if we express
[ϕ] as a function of the three parameters xi representatives of Σ0, the partial derivatives of this
functio with respect to the xi fulfill therefore:

∂[ϕ]

∂xi
=

[

∂ϕ

∂xi

]

−
[

∂ϕ

∂x4

]

pi. (2.3)

3 Integral equations satisfied from the derivatives of the

functions xi(λ) and pi(λ)

We shall set
∂xi

∂p0
j

= yi
j,

∂2xi

∂p0
j∂p

0
h

= yi
jh,

∂3xi

∂p0
j∂p

0
h∂p

0
k

= yi
jhk,

∂pi

∂p0
j

= zi
j ,

∂2pi

∂p0
j∂p

0
h

= zi
jh,

∂3pi

∂p0
j∂p

0
h∂p

0
k

= zi
jhk.

These functions satisfy the integral equations obtained by derivation under the summation sign
with respect to the p0

i of equations (1.2) (the quantities obtained under the integration signs being
continuous and bounded). Formula (2.3) shows that these equations can be written (the derivatives
∂x4

∂p0
i

being useless)

yi
j =

∫ λ1

0

T i
jdλ1, T

i
j =

∂T i

∂p0
j

=

{

∂

∂xh
[Aih]ph +

∂

∂x4
[Ai4]

}

yh
j + [Aih]zh

j ,

zi
j =

∫ λ1

0

Ri
jdλ1, R

i
j =

∂Ri

∂p0
j

=
∂Ri

∂xk

yk
j +

∂Ri

∂pk

zk
j ,

yi
jk =

∫ λ1

0

T i
jkdλ1, T

i
jk =

∂T i
0

∂p0
k

=
∂Ti

∂xh
yh

jk +
∂T i

∂ph

zh
jk + φi

jk,

zi
jk =

∫ λ1

0

Ri
jkdλ1, R

i
jk =

∂Ri
j

∂p0
k

=
∂Ri

∂xh
yh

jk +
∂Ri

∂ph

zh
jk + ψi

jk,

where φi
jk and ψi

jk are polynomials of the functions pi(λ), y
i
j(λ), z

i
j(λ), of the coefficients Aλµ(xα)

and of their partial derivatives with respect to the xα up to the third order included. In these
functions the xα are replaced from the xα(λ) given by the formulas (2.1).

We would find by analogous fashion

yi
jhk =

∫ λ1

0

T i
jhkdλ1, T

i
jhk =

∂T i
jh

∂p0
k

=
∂T i

∂xl
yl

jhk +
∂T i

∂pl
zl

jhk + φi
jhk,

zi
jhk =

∫ λ1

0

Ri
jhkdλ1, R

i
jhk =

∂Ri
jh

∂p0
k

=
∂Ri

∂xl
yl

jhk +
∂Ri

∂pl
zl

jhk + ψi
jhk,

where φi
jhk and ψi

jhk are polynomials of the functions pi, y
i
j , z

i
j, y

i
jh, z

i
jh as well as of the coefficients

Aλµ and of their partial derivatives up to the fourth order included (functions of the functions xα).

4 Relations satisfied by the unknown functions on the sur-
face of the characteristic conoid

We will denote by [ϕ] the value of a function ϕ of the four coordinates xα on the surface of the
characteristic conoid Σ0. [ϕ] can be expressed as a function of three variables of a parametric
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representation of Σ0, in particular of the three coordinates xi. In light of the equality (2.3) the
partial derivatives of this function with respect to the xi verify the relation

[

∂[ϕ]

∂xi

]

=

[

∂ϕ

∂xi

]

−
[

∂ϕ

∂x4

]

pi.

One applies again this rule to the evaluation of the derivatives

∂

∂xi

[

∂ϕ

∂xi

]

and
∂

∂xj

[

∂ϕ

∂x4

]

,

from which it follows easily

[

∂2ϕ

∂xi∂x4

]

=
∂

∂xi

[

∂ϕ

∂x4

]

+

[

∂2ϕ

∂x42

]

pi,

[

∂2ϕ

∂xi∂xj

]

=
∂2[ϕ]

∂xi∂xj
+

∂

∂xi

[

∂ϕ

∂x4

]

pj +
∂

∂xj

[

∂ϕ

∂x4

]

pi +

[

∂ϕ

∂x4

]

∂pi

∂xj

+

[

∂2ϕ

∂x42

]

pipj .

These identities make it possible to write the following relations satisfied by the unknown
functions us on the characteristic conoid:

[Er] = [Aij ]
∂2[ur]

∂xi∂xj
+
{

[Aij ]pipj + 2[Ai4]pi + [A44]
} ∂2ur

∂x42

+ 2
{

[Aij ]pj + [Ai4]
} ∂

∂xi

[

∂ur

∂x4

]

+

[

∂ur

∂x4

]

[Aij ]
∂pi

∂xj
+Bsµ

r

[

∂us

∂xµ

]

+ [fr] = 0. (4.1)

The coefficient of the term
[

∂2ur

∂x42

]

is the value on the characteristic conoid of the first member of

equation (1.1); it therefore vanishes. We might have expected on the other hand that the equations
[Er] = 0 would not contain second derivatives of the functions ur but those obtained by derivation
on the surface Σ0, the assignment on a characteristic surface of the unknown functions [ur] and of
their first derivatives

[

∂ur

∂xα

]

not being able to determine the set of second derivatives.

B. Auxiliary functions

5 Introduction of the auxiliary functions σrs. Occurrence of

a divergence

We form n2 linear combinations σr
s [Er] of the equations (4.1) verified by the unknown functions

within the domain V of Σ0, the σr
s denoting n2 auxiliary functions which possess at M0 a aingu-

larity.
We set

M(ϕ) = [Aij ]
∂2ϕ

∂xi∂xj
,

ϕ denoting a function whatsoever of the three variables xi, and we write

σr
sEr =

{

M([ur]) + 2([Aij ]pj + [Ai4])
∂

∂xi

[

∂ur

∂x4

]

+

[

∂ur

∂x4

]

[Aij ]
∂pi

∂xj
+ [Btµ

r ]

[

∂ut

∂xµ

]

+ [fr]

}

σr
s = 0. (5.1)
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We will transform these equations in such a way that a divergence occurs therein, whose volume
integral will get transformed into a surface integral, while the remaining terms will contain only
[ur] and

[

∂ur

∂x4

]

. We will use for that purpose the following identity, verified by two functions
whatsoever ϕ and ψ of the three variables xi:

ψM(ϕ) =
∂

∂xi

(

[Aij ]ψ
∂ϕ

∂xj

)

− ∂ϕ

∂xj

∂

∂xi
([Aij ]ψ)

or

ψM(ϕ) =
∂

∂xi

(

[Aij ]ψ
∂ϕ

∂xj
− ϕ

∂

∂xj
([Aij ]ϕ)

)

+ ϕM(ψ),

where M is the adjoint operator of M , i.e.

M(ψ) =
∂2([Aij ]ψ)

∂xi∂xj
,

and the identity (2.3), previously written, which yields here

[

∂ur

∂xi

]

=
∂[ur]

∂xi
+ pi

[

∂ur

∂x4

]

.

We see without difficulty that the expressions σr
s [Er] take the form

σr
s [Er] =

∂

∂xi
Ei

s + [ur]L
r
s + σr

sfr −
[

∂ur

∂x4

]

Dr
s ,

where one has defined

Ei
s = [Aij ]σr

s

∂[ur]

∂xj
− [ur]

∂

∂xj
([Aij ]σr

s) + 2σr
s

{

[Aij ]pj + [Ai4]
}

[

∂ur

∂x4

]

+[Bt
ri][ut]σ

r
s ,

Lr
s = M(σr

s) − ∂

∂xi

(

[Bri
t ]σt

s

)

, (5.2)

Dr
s = σr

s

{

2
∂

∂xi
([Aij ]pj + [Ai4]) − [Aij ]

∂pj

∂xi

}

+ 2([Aij ]pj + [Ai4])
∂σr

s

∂xi

−([Br4
t ] + [Bri

t ]pi)σ
t
s.

We will choose the auxiliary functions σr
s in such a way that, in every equation, the coefficient

of
[

∂ur

∂x4

]

vanishes. These functions will therefore have to fulfill n2 partial differential equations of
first order

Dr
s = 0. (5.3)

We will see that these equations possess a solution having at M0 the desired singularity. If the
auxiliary functions σr

s verify these n2 relations, the equations, verified by the unknown functions
ur on the characteristic conoid Σ0, take the simple form

[ur]L
r
s + σr

s [fr] +
∂

∂xi
Ei

s = 0. (5.4)
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6 Integration of the obtained equations

We will integrate the equations so obtained with respect to the three variables xi on a portion Vη of
hypersurface of the characteristic conoid Σ0, limited by the hypersurfaces x4 = 0 and x4 = x4

0 − η.
This domain Vη is defined to be simply connected and internal to the domain V if the coordinate
x4

0 is sufficiently small. As a matter of fact:
∣

∣x4
0

∣

∣ < ε0 implies within Vη

∣

∣x4 − x4
0

∣

∣ < ε0.

The formula (2.2) shows in such a case that, for a suitable choice of ε0, we will have

λ1 ≤ ε1.

Since the boundary of Vη consists of two-dimensional domains S0 and Sη cut over Σ0 from the
hypersurfaces x4 = 0, x4 = x4

0 − η we will have, upon integrating the equations (5.4) within Vη,
the following fundamental relations:

∫ ∫

Vη

∫

{[ur]L
r
s + σr

s [fr]} dV +

∫ ∫

Sη

Ei
s cos(n, xi)dS

−
∫ ∫

S0

Ei
s cos(n, xi)dS = 0, (6.1)

where dV, dS and cos(n, xi) denote, in the space of three variables xi, the volume element, the area
element of a surface x4 = Cte and the directional cosines of the outward-pointing normal to one
of such surfaces, respectively.

The limit of these equations, when η tends to zero, will provide us with Kirchhoff formulas that
we will build in the last part of this chapter.

7 Determination of the auxiliary functions σrs

We will look for a solution of equations (5.3) in the form

σr
s = σωr

s ,

where σ is infinite at the point M0 and the ωr
s are bounded.

The equations (5.3) read as

σr
s

{

∂

∂xi
([Aij ]pj + [Ai4]) + pj

∂

∂xi
[Aij ] +

∂

∂xi
[Ai4]

}

−([Br4
t ] + [Bri

t ]pi)σ
r
s + 2([Aij ]pj + [Ai4])

∂σr
s

∂xi
= 0.

The coefficients Aλµ, Btλ
s , the first derivatives of the Aλµ and the functions pi are bounded

within the domain V , the coefficients of the linear first-order partial differential equations are
therefore a sum of bounded terms, perhaps with exception of the terms

∂

∂xi

{

[Aij ]pj + [Ai4]
}

.

We will therefore choose the ωr
s , that we want to be bounded, as satisfying the equation

ωr
spj

∂

∂xi
[Aij ] +

∂

∂xi
[Ai4] − ωt

s

{

[Br4
t ] + [Bri

t ]pi

}

+ 2
{

[Aij ]pj + [Ai4]
} ∂ωr

s

∂xi
= 0, (7.1)

fulfilling in turn

σ
∂

∂xi

(

[Aij ]pj + [Ai4]
)

+ 2
(

[Aij ]pj + [Ai4]
) ∂σ

∂xi
= 0. (7.2)
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8 Determination of the ωrs

We see easily that the equations (7.1) can be written in form of integral equations analogous to
the equations (1.2) obtained in the search for the conoid Σ0. We have indeed, on Σ0:

[Aij ]pj + [Ai4] = T i =
∂xi

∂λ1
,

from which, for an arbitrary function ϕ defined on Σ0,

T i ∂ϕ

∂xi
=

∂ϕ

∂λ1
.

Let us impose upon the ωr
s the limiting conditions

ωr
s = δr

s for λ1 = 0.

These quantities satisfy therefore the integral equations

ωr
s =

∫ λ1

0

(Qr
tω

t
s + qωr

s)dλ1 + δr
s (8.1)

with

Qr
t =

1

2
([Br4

t ] + [Bri
t ]pi) and Q = −1

2

(

pj

∂

∂xi
[Aij ] +

∂

∂xi
[Ai4]

)

,

the assumptions made upon the coefficients Aλµ and Brλ
s and the results obtained on the functions

xi, pi enabling moreover to prove that, for a convenient choice of ǫ1, these equations have a unique,
continuous, bounded solution which has partial derivatives of the first two orders with respect to
the p0

i , continuous and bounded within the domain Λ. We will denote these derivatives by ωr
si and

ωr
sij .

9 Determination of σ

Let us consider the equation (7.2) verified by σ. We know that

([Aijpj + [Ai4])
∂σ

∂xi
=

∂σ

∂λ1
,

and we are going to evaluate the coefficient of σ,

∂

∂xi
([Aij ]pj + [Ai4]),

by relating it very simply to the determinant

△ =
D(x1, x2, x3)

D(λ1, λ2, λ3)
.

This determinant △, Jacobian of the change of variables xi = xi(λj) on the conoid Σ0, has for
elements

∂xi

∂λ1
= T i,

∂xi

∂λ2
= yi

j

∂p0
j

∂λ2
,
∂xi

∂λ3
= yi

j

∂p0
j

∂λ3
.

Let us denote by △i
j the minor relative to the element ∂xi

∂λj
of the determinant △.

A function whatsoever ϕ, defined on Σ0, verifies the identities

∂ϕ

∂xi
=

△j
i

△
∂ϕ

∂λj

.

10



Let us apply this formula to the function ∂xi

∂λ1
= T i:

∂

∂xi
T i =

△i
j

△
∂

∂λj

T i =
△j

i

△
∂

∂λ1

(

∂xi

∂λj

)

,

△j
i being the minor relative to the element ∂xi

∂λj
of the determinant △ we have

∂

∂xi
T i =

1

△
∂△
∂λ1

.

Thus, the function σ verifies the relation

σ
∂△
∂λ1

+ 2 △ ∂σ

∂λ1
= 0

which is integrated in immediate way. The general solution is

σ =
f(λ2, λ3)

| △ | 12
,

where f denotes an arbitrary function.
For λ1 the determinant △ vanishes, because the yi

j are vanishing; the function σ is therefore
infinite.

The coefficients Aλµ and their first and second partial derivatives with respect to the xα being
continuous and bounded within the domain V of Σ0, as well as the functions xi, yi

j , z
i
j, we have

lim
λ1→0

yi
j

λ1
= [Aij ]λ1=0 = −δj

i . (9.1)

By dividing the second and third line of △ by λ1 we obtain a determinant equal to △
λ2
1
; we

deduce from the formulas (9.1) and (9.2)

lim
λ1→0

△
λ2

1

= det





− sinλ2 cosλ3 − sinλ2 sinλ3 − cosλ2

− cosλ2 cosλ3 − cosλ2 sinλ3 sinλ2

+ sinλ2 sinλ3 − sinλ2 cosλ3 0



 = − sinλ2.

As a matter of fact:
lim

λ1→0
T i = −δj

i p
0
j = −p0

i

lim
λ1→0

1

λ1

∂xi

∂λu

= lim
λ1→0

yi
j

λ1

∂p0
j

∂λu

= −δi
j

∂p0
j

∂λu

.

We will take for auxiliary function σ the function

σ =

∣

∣

∣

∣

sinλ2

△

∣

∣

∣

∣

1
2

.

We will then have limλ1→0 σλ1 = 1.

10 Derivatives of the functions σrs

The equations (6.1) contain, on the one hand the values on Σ0 of the unknown functions ur, of
their partial derivatives as well as the functions pi, y and z, on the other hand the functions σr

s

and their first and second partial derivatives.
Let us study therefore the partial derivatives of the first two orders of the functions σ and ωr

s .
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Derivatives of σ:

σ =

∣

∣

∣

∣

sinλ2

△

∣

∣

∣

∣

1
2

is a function of the trigonometric lines of λu (u = 2, 3), of the functions xα (through the interme-
diate effect of the Aλµ) and of the functions pi, y

i
j. The first and second partial derivatives of σ

with respect to the xi will be therefore expressed with the help of the functions listed and of their
first and second partial derivatives.

(1o) First derivatives: We have seen that the partial derivatives with respect to the xi of a
function whatsoever ϕ, defined on Σ0, satisfy the identity

∂ϕ

∂xi
=

△j
i

△
∂ϕ

∂λj

, (10.1)

where
△j

i

△ is a given function of cosλu, sinλu, x
α, pi, y

j
i , the partial derivatives with respect to λ1 of

the functions xi, pi, y
j
i ,

4 are the quantities T i, Ri, T
i
j which are expressed through these functions

themselves and through zj
i , the partial derivatives with respect to λu of these functions xi, pi, y

j
i

being expressible by means of their derivatives with respect to the overabundant parameters p0
h,

denoted here by yi
h, z

i
h, y

j
ih, and by means of cosλu, sinλu.

The function σ admits therefore within V , under the assumptions made, of first partial deriva-
tives with respect to the xi which are expressible by means of the functions xα (with the interme-

diate help of the [Aλµ] and of the
[

∂Aλµ

∂xα

]

and of the functions pi, y
i
j , z

i
j, y

i
jh and of cosλu, sinλu).

(2o) Second derivatives: A new application of the formula (10.1) shows, in analogous fashion,
that σ admits within V of second partial derivatives, which are expressible by means of the functions
xα (with the intermediate action of the Aλµ and their first and second partial derivatives) and of
the functions pi, y

i
j , z

i
j, y

j
ih, z

j
ih, y

j
ihk and of cosλu, sinλu.

Derivatives of the ωr
s : The identity (10.1) makes it possible moreover to show that the functions

ωr
s , solutions of the equations (7.1), admit within V of first and second partial derivatives with

respect to the variables xi if these functions admit, within V , of first and second partial derivatives
with respect to the variables λu; it suffices for that purpose that they admit of first and second
partial derivatives with respect to the overabundant variables p0

i .
We shall set

∂ωr
s

∂p0
i

= ωr
si,

∂2ωr
s

∂p0
i∂p

0
j

= ωr
sij .

If these functions are continuous and bounded within V they satisfy, under the assumptions
made, the integral equations obtained by derivation under the summation symbol of the equations
(8.1) with respect to the p0

i . Let respectively

1o) ωr
si =

∫ λ1

0

(Qr
tω

t
si +Qωr

si + Ωr
si)dλ1,

where

Ωr
si =

∂Qr
t

∂p0
i

ωt
s +

∂Q

∂p0
i

ωr
s

is a polynomial of the functions ωr
s , pi, y

i
j, z

i
j as well as of the values on Σ0 of the coefficients

Aλµ, Brλ
s of the equations (E) and of their partial derivatives with respect to the xα up to the

orders two and one, respectively (quantities that are themselves functions of the functions xα(λj)).

2o) ωr
sij =

∫ λ1

0

(Qr
tω

t
sij +Qωr

sij + Ωr
sij)dλ1,

4The partial derivatives of the function x4 with respect to the variables xi are known directly because ∂x4

∂xi = −pi.
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where

Ωr
sij =

∂Qr
t

∂p0
j

ωt
si +

∂Q

∂p0
j

ωr
si +

∂Ωr
si

∂p0
j

,

is a polynomial of the functions ωr
s , ω

r
si, pi, y

j
i , z

j
i , y

j
ih, z

j
ih as well as of the values on Σ0 of the

coefficients Aλµ, Brλ
s and of their partial derivatives with respect to the xα up to the orders three

and two, respectively.
The first and second partial derivatives of the ωr

s with respect to the variables xi are expressed
by means of the functions xα (with the help of the coefficients Aλµ and of their first partial
derivatives), pi, y

i
j , z

i
j, y

i
jh, z

i
jh, ω

r
s , ω

r
si and ωr

sij .
Summary. We have shown that the auxiliary functions σr

s exist and admit within V of first
and second partial derivatives with respect to the variables xi under the following assumptions:

(1o) The coefficients Aλµ and Brλ
s have partial derivatives continuous and bounded up to the

orders four and two, respectively, within the domain D containing V .
(2o) The integral equations for the unknown functions xα, pi and ωr

s have a unique, continuous,
bounded solution and admitting within V partial derivatives with respect to the p0

i , continuous
and bounded up to the second order. This result can be proved by assuming that the partial
derivatives of order four and two, respectively, of the functions Aλµ and Brλ

s verify some Lipschitz
conditions.

The functions σr
s and their first and second partial derivatives with respect to the xi are then

expressed only through some functions X and Ω, X denoting any whatsoever of the functions
xα, pi, y

j
i , z

j
i , y

j
ih, z

j
ih, y

j
ihk, z

j
ihk and ω any whatsoever among the functions ωr

s , ω
r
si, ω

r
sij .

The functions X and Ω satisfy integral equations of the form

X =

∫ λ1

0

E(X)dλ1 +X0,

Ω =

∫ λ1

0

F (X,Ω)dλ1 + Ω0,

where X0 and Ω0 denote the given values of the functions X and Ω for λ1 = 0.
E(X) is a polynomial of the functions X and of the values on Σ0 of the coefficients Aλµ and of

their partial derivatives up to the fourth order (functions of the functions xα).
F (X,Ω) is a polynomial of the functions X and Ω, and of the values on Σ0 of the coefficients

Aλµ, Brλ
s and of their partial derivatives up to the orders three and two, respectively.

11 Studies of the behaviour in the neighbourhood of the

vertex of the characteristic conoid

We are going to study the quantities occurring in the integrals of the fundamental relations (6.1),
and for this purpose we will look in a more precise way for the expression of the partial derivatives
of the functions σ and ωr

s with respect to the variables xi by means of the functions X and Ω.
The behaviour of these functions in the neighbourhood of λ1 = 0 (vertex of the characteristic
conoid Σ0) will make it possible for us to look for the limit of equations (6.1) for η = 0: the
function x4(λ1, λ2, λ3) being, within the domain Λ, a continuous function of the three variables λi,
η = x4 − x4

0 tends actually to zero with λ1. We will provide the details of the calculations, that
we will need in the following, when we will try to solve the system of integral equations obtained.

We will use essentially in the studies of the behaviour in the neighbourhood of λ1 = 0, the
following fact which results from the assumptions made and from the equations verified by the
functions yi

j, y
i
jh, y

i
jhk, ω

r
si and ωr

sij .

The functions
yi

j

λ1
,

yi
jh

λ1
,

yi
jhk

λ1
, and

ωr
si

λ1
,

ωr
sij

λ1
are continuous and bounded functions of λ1, λ2, λ3

within the domain V . We will denote any whatsoever of these functions by X̃ and Ω̃.
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12 Behaviour in the neighbourhood of λ1 = 0 of the deter-
minant △ and of its minors

(1o) We have already shown (Sec. 9) that the quantity △
λ2
1

is a polynomial of the functions X (here

pi only), X̃ (here
yi

j

λ1
only), of the coefficients Aλµ and of the sinλu, cosλu (u = 2, 3). It is therefore

a continuous bounded function of λ1, λ2, λ3 within V . We have seen that the value of this function
for λ1 = 0 is

lim
λ1→0

△
λ2

1

= − sinλ2.

In the neighbourhood of λ1 = 0 the function △
λ2
1
, which will occur in the denominator of the

quanties studied in the following, is 6= 0, but for λ2 = 0 or λ2 = π. To remove this difficulty we
will show that the polynomial △ is divisible by sinλ2 and we will make sure that the function
D = △

λ2
1 sin λ2

appears in the denominators we consider.

Let us therefore consider on the conoid Σ0 the following change of variables:

µi = λ1p
0
i . (12.1)

We set

d =
D(µ1, µ2, µ3)

D(λ1, λ2, λ3)
= det







p0
1 p0

2 p0
3

λ1
∂p0

1

∂λ2
λ1

∂p0
2

∂λ2
λ1

∂p0
3

∂λ2

λ1
∂p0

1

∂λ3
λ1

∂p0
2

∂λ3
λ1

∂p0
3

∂λ3






= λ2

1 sinλ2

and

△ =
D(x1, x2, x3)

D(λ1, λ2, λ3)
.

Since
D(x1, x2, x3)

D(λ1, λ2, λ3)
=
D(x1, x2, x3)

D(µ1, µ2, µ3)

D(µ1, µ2, µ3)

D(λ1, λ2, λ3)

we have
△ = Dλ2

1 sinλ2, (12.2)

where the determinant D has elements

∂xi

∂µj

=
∂xi

∂λ1

∂λ1

∂µj

+
∂xi

∂p0
h

∂p0
h

∂λu

∂λu

∂µj

.

It results directly from the equalities (12.1) and from the identity
∑

i µ
2
i = λ2

1 that

∂λ1

∂µj

= p0
j and

∂p0
h

∂λu

=
1

λ1

∂µh

∂λu

.

On the other hand we have
∂λ1

∂µj

∂µh

∂λ1
+
∂λu

∂µj

∂µh

∂λu

= δh
j .

The elements of D are therefore

∂xi

∂µj

= T ip0
j +

yi
h

λ1
(δh

j − p0
jp

0
h).

The polynomial △
λ2
1

is therefore divisible by sinλ2, the quotient D being a polynomial of the

same functions X, X̃ as △
λ2
1

is of sinλu, cosλu (or, more precisely, of the three p0
i ).
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D is a continuous bounded function of λ1, λ2, λ3 within V whose value for λ1 = 0 is limλ1→0D =
−1. As a matter of fact:

lim
λ1→0

∂xi

∂µj

= −p0
i p

0
j − δi

j + p0
i p

0
j = −δi

j .

Remark. △
λ2
1

being a homogeneous polynomial of the second degree of the functions
y

j
i

λ1
, the

same is true of the polynomial D, and the quantity λ2
1D is a polynomial of the functions X (pi and

yj
i ), of the coefficients Aλµ and of the three p0

i , homogeneous of the second degree with respect to

the yj
i . One can easily verify these results by evaluating the product D+d+ where

d+ = det







p0
1 p0

2 p0
3

∂p0
1

∂λ2

∂p0
2

∂λ2

∂p0
3

∂λ2

∂p0
1

∂λ3

∂p0
2

∂λ3

∂p0
3

∂λ3






=

d

λ2
1

and where D+ is the determinant whose elements are

T ip0
j − yi

h(δh
j − p0

jp
0
h).

One finds
D+d+ = △,

the quantity λ2
1D = D+ possesses therefore the stated properties.

The polynomial D is, in absolute value, bigger than a number assigned in a domain W : D is
actually a continuous and bounded function of λ1 in the domain Λ (where λ2 and λ3 vary over a
compact) which takes the value −1 for λ1 = 0. There exists therefore a number ε2 such that, in
the domain Λ2, neighbourhood of λ1 = 0 of the domain Λ, defined by

|λ1| ≤ ε2, 0 ≤ λ2 ≤ π, 0 ≤ λ3 ≤ 2π,

one has for example

|D + 1| ≤ 1

2
therefore |D| ≥ 1

2
.

We will denote by W the domain of Σ0 corresponding to the domain Λ2.
(2o) Behaviour of the minors of △.
(a) Minors relative to the elements of the first line of △: △1

i is, as △ itself, a homogeneous

polynomial of second degree with respect to the functions yj
i , and

△1
i

λ2
1

is a polynomial of the

functions X(pi), X̃
(

y
j
i

λ1

)

, of the coefficients [Aλµ] and of sinλu, cosλu; it is therefore a continuous

and bounded function of λ1, λ2, λ3 in V .

In order to study the quantity
△1

i

△ = ∂λ1

∂xi , which will occur in the following, we shall put it in

the form of a rational fraction with denominator D (6= 0 in W ).
We have

△1
i

△ =
∂λ1

∂xi
=
∂λ1

∂µj

∂µj

∂xi
= p0

j

Dj
i

D
(12.3)

(one has denoted by Dj
i the minor relative to the element ∂xi

∂µj
of the determinant D).

The quantity
△1

i

△ is therefore a continuous and bounded function of the three variables λ1, λ2, λ3

in W . Let us compute the value of this function for λ1 = 0, one finds

lim
λ1→0

△1
i

△ = −p0
i ,

a result that one might have expected. Indeed:

lim
λ1→0

∂λ1

∂xi
= lim

λ1→0

∂x4

∂xi
,
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or one has constantly, over Σ0,
∂x4

∂xi = −pi.

Remark. One deduces from the formulas (12.2) and (12.3) that

△1
i = λ2

1 sinλ2p
0
jD

j
i .

One then sees that the quantity λ2
1p

0
jD

j
i is a polynomial of the functions pi, y

j
i , of the coefficients

[Aλµ] and of the three p0
h, homogeneous of second degree with respect to the yj

i .
(b) Minors relative to the second and third line of △: △u

i is a polynomial of the functions

X(pi, y
j
i ), [A

λµ] and of sinλu, cosλu, homogeneous of first degree with respect to the functions yj
i .

△u
i

λ1
is a continuous and bounded function of λ1, λ2, λ3 in V .

Let us study the quantity
∂p0

h

∂λu

△u
i

△ . One has

∂p0
h

∂λu

△u
i

△ =
∂p0

h

∂λu

∂λu

∂xi
=

1

λ1

∂µh

∂λu

∂λu

∂µj

∂µj

∂xi
=

1

λ1
(δh

j − p0
jp

0
h)
Dj

i

D
.

We see that the quantity λ1
∂p0

h

∂λu

△u
i

△ is a rational fraction with nonvanishing denominator (in the

domain W ) of the functions X(pi), X̃
(

y
j
i

λ1

)

, [Aλµ] and of the three p0
i . It is therefore a continuous

and bounded function of λ1, λ2, λ3 in the domain W ; the value of this function for λ1 = 0 is
computed as follows. One has on one hand

∂xh

∂λu

=
∂xh

∂p0
j

∂p0
j

∂λu

= yh
j

∂p0
j

∂λu

,

from which lim
λ1→0

1

λ1

∂xh

∂λu

= −δh
j

∂p0
j

∂λu

= − ∂p0
h

∂λu

.

One knows on the other hand that
△u

i

△ =
∂λu

∂xi
,

from which lim
λ1→0

λ1
∂p0

h

∂λu

△u
i

△ = − lim
λ1→0

∂xh

∂λu

∂λu

∂xi
= −δh

i + lim
λ1→0

∂xh

∂λ1

∂λ1

∂xi
,

from which eventually

lim
λ1→0

λ1
∂p0

h

∂λu

△u
i

△ = −δh
i + p0

i p
0
h.

Remark. By a reasoning analogous to the one of previous remarks, one sees that the quantity
λ1(δ

h
j −p0

jp
0
h)Dj

i is a polynomial homogeneous of first degree with respect to the yj
i , of the functions

X(pi, y
j
i ), [A

λµ], p0
i .

13 First derivatives

The first partial derivatives of an arbitrary function ϕ satisfy, in light of the identity (10.1) and of
the results of the previous section, the relation

∂ϕ

∂xi
=

∂ϕ

∂λ1

p0
iD

j
i

D
+

1

λ1

∂ϕ

∂p0
h

(δh
j − p0

jp
0
h)
Dj

i

D
.

Let us apply this formula to the functions p0
h and X :

∂p0
h

∂xi
=

1

λ1
(δh

j − p0
jp

0
h)
Dj

i

D
,
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∂ph

∂xi
= Rh

p0
jD

j
i

D
+ δh

k

1

λ1
(δh

j − p0
jp

0
h)
Dj

i

D
, (13.1)

∂yk
h

∂xi
= T k

h

p0
jD

j
i

E
+

1

λ1
yk

hl(δ
h
j − p0

jp
0
h)
Dj

i

D
,

∂zk
h

∂xi
= Rk

hp
0
j

Dj
i

D
+

1

λ1
zk

hl(δ
l
j − p0

jp
0
l )
Dj

i

D
.

These equations and the analogous equations verified by

∂yk
hl

∂xi
,
∂zk

hl

∂xi
,
∂ωr

s

∂xi
,
∂ωr

si

∂xi

show that the quantities

λ1
∂p0

h

∂xi
, λ1

∂ph

∂xi
, λ1

∂zk
h

∂xi
, λ1

∂zk
hl

∂xi
, and

∂yk
h

∂xi
,
∂yk

hl

∂xi
,
∂ωr

s

∂xi
,
∂ωr

si

∂xi

are rational fractions with denominator D of the functions

X, X̃,Ω, Ω̃, [Aλµ],

[

∂Aλµ

∂xα

]

,

[

∂2Aλµ

∂xα∂xβ

]

, p0
i .

These are bounded and continuous functions, within W , of the three variables λ1, λ2, λ3.

14 Derivatives of the functions σrs

We will use in the study of partial derivatives with respect to xi of the functions σr
s , of the partial

derivatives of polynomials considered in the remarks of Sec. 12: λ2
1D,λ

2
1p

0
jD

j
i and λ1(δ

h
j −p0

jp
0
h)Dj

i

are polynomials of the functions X(pi, y
j
i ), [A

λµ], p0
i , homogeneous of degree 2, 2 and 1, respectively,

with respect to the yj
i . The previous results and the identity (10.1) show then that the quantities

1

λ1

∂

∂xi
(λ2

1D),
1

λ1

∂

∂xi
(λ2

1p
0
jD

j
i ),

∂

∂xi
(λ1(δ

h
j − p0

jp
0
h)Dj

i )

are rational fractions with denominator D of the functions

X(pi, y
j
i , z

j
i ), X̃

(

yj
i

λ1
,
yj

ih

λ1

)

, [Aλµ],

[

∂Aλµ

∂xα

]

, p0
i .

They are therefore continues and bounded functions of λ1, λ2, λ3 in W .
In the study of second partial derivatives of the function σ with respect to the xi we will use

the second partial derivatives
∂2(λ2

1D)
∂xi∂xj . Let us first remark that the first-order partial derivatives

of λ2
1D can be written

∂(λ2
1D)

∂xi
=

P1

λ2
1D

,

where P1 is a polynomial of the functions

X(pi, y
j
i , z

j
i , y

j
ih), [Aλµ],

[

∂Aλµ

∂xα

]

, p0
i

whose terms are of the third degree at least with respect to the set of functions yj
i , y

j
ih. As a matter

of fact, the partial derivatives ∂ph

∂xi and
∂p0

h

∂xi can be put (by multiplying denominator and numerator

17



of the second members of the equations by λ2
1) in form of rational fractions with denominator λ2

1D
and whose numerators are polynomials of the functions

X(pi, y
j
i , z

j
i ), [A

λµ],

[

∂Aλµ

∂xα

]

, p0
i

whose terms are of first degree at least with respect to the yj
i , and the partial derivatives

∂yk
h

∂xi can
be put in form of rational fractions with denominator λ2

1D and whose numerators are polynomials
of the functions

X(pi, y
j
i , z

j
i , y

j
hk), [Aλµ],

[

∂Aλµ

∂xα

]

, p0
i

homogeneous of second degree with respect to the set of functions y0
i , y

i
hk. The polynomial λ2

1D

being homogeneous of first degree with respect to the yj
i , its first partial derivatives have for sure

the desired form
Let us then consider the second partial derivatives:

∂2(λ2
1D)

∂xi∂xj
=

1

λ2
1D

∂p1

∂xi
=

P1

(λ2
1D)2

∂(λ2
1D)

∂xi
.

It turns out from the form of the polynomial P1 and from the results of Sec. 12 that:
(1) P1

λ3
1

is a polynomial of the functions

X(pi, y
j
i , z

j
i , y

j
hk), X

(

yj
i

λ1
,−y

j
ih

λ1

)

, [Aλµ],

[

∂Aλµ

∂xα

]

, p0
i .

(2) 1
λ2
1

∂P1

∂xi is a rational fraction with denominator D of the functions

X(pi, y
j
i , z

j
i , y

j
hk, z

j
ih, y

j
ihk), X̃

(

yj
i

λ1
,
yj

ih

λ1
,
yj

ihk

λ1

)

, [Aλµ], ...,

[

∂2Aλµ

∂xα∂xβ

]

, p0
i .

The derivatives
∂2(λ2

1D)
∂xi∂xj are therefore rational fractions with denominator D3 of the functions we

have just listed.

15 Study of σ and of its derivatives

(1o) The auxiliary function σ has been defined by σ =
∣

∣

∣

sin λ2

△

∣

∣

∣

1
2

. We have therefore, by virtue of

the equality (12.2),

σ =
1

|λ2
1D| 12

.

One deduces that, in the domain W , the function σλ1 = 1

|D|
1
2

is the square root of a rational

fraction, bounded and nonvanishing, of the function

X, X̃, [Aλµ], p0
i ;

it is a continuous and bounded function of the three variables λi, whose value for λ1 = D is

lim
λ1→0

σλ1 = 1. (15.1)

(2o) The first partial derivatives of σ with respect to the xi are

∂σ

∂xi
=
σ

2

1

λ2
1D

∂(λ2
1D)

∂xi
.

18



One concludes that, in the domain W , the function

λ2
1

∂σ

∂xi
= −σ

2

λ1

D

1

λ1

∂(λ2
1D)

∂xi

is the product of the square root of a nonvanishing bounded rational fraction with a bounded

rational fraction of the functions X, X̃, [Aλµ],
[

∂Aλµ

∂xα

]

, p0
i . It is a continuous and bounded function

of λ1, λ2, λ3 of which we are going to compute the value for λ1 = 0.
The identities ∂σ

∂λ1
= T i ∂σ

∂xi and ∂σ
∂p0

h

= ∂σ
∂xi y

i
h show that the functions λ2

1
∂σ
∂λ1

and λ1
∂σ
∂p0

h

are

continuous and bounded in W . We can therefore, on the one hand differentiate the equality (15.1)
with respect to p0

h, we find

lim
λ1→0

λ1
∂σ

∂p0
h

= 0,

on the other hand we can write
∂(σλ2

1)

∂λ1
= 2λ1σ + λ2

1

∂σ

∂λ1

and

lim
λ1→0

∂(σλ2
1)

∂λ1
= lim

λ1→0
λ1σ,

from which

lim
λ1→0

λ2
1

∂σ

∂λ1
= − lim

λ1→0
λ1σ = −1.

In order to compute the value for λ1 = 0 of the function λ2
1

∂σ
∂xi we shall use the identity

λ2
1

∂σ

∂xi
= λ2

1

∂σ

∂λ1

△i
1

△ + λ1
∂σ

∂p0
h

λ1
∂p0

h

∂λu

△i
u

△ ,

from which, in light of the previous results (Sec. 12),

lim
λ1→0

λ2
1

∂σ

∂xi
= p0

i . (15.2)

(3o) The second partial derivatives of σ with respect to the xi are

∂2σ

∂xi∂xj
= −σ

2

1

λ2
1D

∂2(λ2
1D)

∂xi∂xj
− 1

2λ2
1D

∂σ

∂xj

∂(λ2
1D)

∂xi
+

σ

2(λ2
1D)2

∂(λ2
1D)

∂xi

∂(λ2
1D)

∂xj
.

(a) It is easily seen that in the domainW the function λ3
1

∂2σ
∂xi∂xj is the product of the square root

of a nonvanishing bounded rational fraction with a bounded rational fraction (having denominator
D4) of the functions

X, X̃, [Aλµ],

[

∂Aλµ

∂xα

]

,

[

∂2Aλµ

∂xα∂xβ

]

, p0
i .

It is a continuous and bounded function of the three variables λi. We are going to compute the

value for λ1 = 0 of the function λ3
1

∑3
i=0

∂2σ
∂xi2 whi, only, we will need: the second derivatives of

σ do not occur actually in the fundamental equations except for the quantity [Aij ] ∂2σ
∂xi∂xj and one

has

lim
λ1→0

[Aij ]λ3
1

∂2σ

∂xi∂xj
= lim

λ1→0
λ3

1

3
∑

i=1

∂2σ

∂xi2
.

We will evaluate this limit as the limit (15.2). We shall find on the one hand, by differentiating
the equality (15.2),

lim
λ1→0

λ2
1

∂

∂p0
h

(

∂σ

∂xi

)

= δi
h,
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on the other hand
∂

∂λ1

(

λ3
1

∂σ

∂xi

)

= 3λ2
1

∂σ

∂xi
+ λ3

1

∂

∂λ1

(

∂σ

∂xi

)

,

from which

lim
λ1→0

λ3
1

∂

∂λ1

(

∂σ

∂xi

)

= lim
λ1→0

(

−2λ2
1

∂σ

∂xi

)

= −p0
i .

We find therefore, by using the identity

3
∑

i=1

λ3
1

∂2σ

∂xi2
= λ3

1

∂

∂λ1

(

∂σ

∂xi

) △1
i

△ + λ3
1

∂

∂p0
h

(

∂σ

∂xi

)

∂p0
h

∂λu

△u
i

△

and the results of previous paragraphs, that

lim
λ1→0

3
∑

i=1

λ3
1

∂2σ

∂xi2
= 0.

Let us show that the function λ2
1[A

ij ] ∂2σ
∂xi∂xj is a continuous and bounded function of the three

variables λi, in the neighbourhood of λ1 = 0 (which will make it possible for us to prove that the
quantity under the sign

∫ ∫ ∫

(6.1) is bounded in W ).

We have seen that λ3
1

∂2σ
∂xi∂xj [Aij ] is the product of a square root of a nonvanishing bounded ra-

tional fraction
(

1
D

)

with a rational fraction having denominator D4, whose numerator, polynomial
of the functions

X, X̃, [Aλµ],

[

∂Aλµ

∂xα

]

,

[

∂2Aλµ

∂xα∂xβ

]

, p0
i ,

vanishes for the values of these functions corresponding to λ1 = 0. We have

λ3
1[A

ij ]
∂2σ

∂xi∂xj
=
P
(

X, X̃, [Aλµ],
[

∂Aλµ

∂xα

]

,
[

∂2Aλµ

∂xα∂xβ

]

, p0
i

)

D4

1

|D| 12

with

P0 = P

(

X0, X̃0,±δµ
λ ,

[

∂Aλµ

∂xα

]

0

,

[

∂2Aλµ

∂xα∂xβ

]

0

, p0
i

)

= 0.

We then write:

λ3
1[A

ij ]
∂2σ

∂xi∂xj
=
P − P0

D4

1

|D| 12
. (15.3)

By applying the Taylor formula (for P ) one sees that the quantity (15.3) is a polynomial of the
functions X −X0, X̃ − X̃0, A

λµ ± δµ
λ ..., whose terms are of first degree at least with respect to the

set of these functions.
To show that λ2

1[A
ij ] ∂2σ

∂xi∂xj is a continuous and bounded function of λ1, λ2, λ3 in the domain
W , it is enough to show that the same holds for the functions

X −X0

λ1
,
X̃ − X̃0

λ1
,
[Aλµ] − δλ

µ

λ1
, ...,

[

∂2Aλµ

∂xα∂xβ

]

−
[

∂2Aλµ

∂xα∂xβ

]

0

λ1
.

The functions X verify

X =

∫ λ1

0

E(X)dλ1 +X0,

X−X0

λ1
is therefore a continuous and bounded function of the λi in V :

|X −X0| ≤ λ1M. (15.4)
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The coefficients Aλµ possessing in (D) partial derivatives continuous and bounded up to the
fourth order with respect to the xα, the xα fulfilling the inequalities (15.4), we see that

[Aλµ] ± δµ
λ ≤ λ1A, ...,

[

∂3Aλµ

∂xα∂xβ∂xγ

]

−
[

∂3Aλµ

∂xα∂xβ∂xγ

]

0

≤ λ1A. (15.5)

Let us consider X−X0

λ1
. The correspondingX functions are yj

i , y
j
ih, y

j
ihk which verify the equation

X =

∫ λ1

0

E(X)dλ1,

E(X) being a polynomial of the functions X , of the Aλµ and of their partial derivatives up to the
third order

[

∂Aλµ

∂xα

]

, ...,
∂3Aλµ

∂xα∂xβ∂xγ
.

We have

X̃ − X̃0 =

∫ λ1

0 (E(X) − E(X)0)dλ1

λ2
1

.

The Taylor formula applied to the polynomial E shows that E(X)−E(X)0 is a polynomial of the
functions

X0, δ
µ
λ , ...,

[

∂3Aλµ

∂xα∂xβ∂xγ

]

0

and of the functions

X −X0, [A
λµ] − δµ

λ , ...,

([

∂3Aλµ

∂xα∂xβ∂xγ

]

−
[

∂3Aλµ

∂xα∂xβ∂xγ

]

0

)

whose terms are of first degree at least with respect to this last set of terms.

All these functions being bounded in V and satisfying (15.4) and (15.5) we see easily that X̃−X̃0

λ1

is continuous and bounded in V .
The function λ2

1[A
ij ] ∂2σ

∂xi∂xj is therefore continuous and bounded in W .

16 Derivatives of the ωrs

We are going to prove that the first and second partial derivatives of the ωr
s with respect to the xi

are, as σ and its partial derivatives, simple algebraic functions of the functions X and Ω, X̃ and
Ω̃, and of the values on the conoid Σ0 of the coefficients of the given equations and of their partial
derivatives.

(1o) The first partial derivatives of the ωr
s with respect to the xi are expressed as functions of

their partial derivatives with respect to the λi

∂ωr
s

∂xi
=
∂ωr

s

∂λj

△j
i

△ ,

therefore
∂ωr

s

∂xi
= (Qr

tω
t
s +Qωr

s)
P 0

i D
j
i

D
+
ωr

sh

λ1

(δh
j − P 0

j P
0
h )Dj

i

D
. (16.1)

The first partial derivatives of the ωr
s with respect to the xi are therefore rational fractions

with denominator D of the functions

X(Pi, y
j
i ),Ω(ωr

s), X̃

(

yj
i

λ1

)

, Ω̃

(

ωr
sh

λ1

)

, [Aλµ],

[

∂Aλµ

∂xα

]

, [Bsλ] and P 0
i .
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These are continuous and bounded functions in W .
(2o) We will compute the second partial derivatives of the ωr

s with respect to the xi by writing
∂ωr

s

∂xi in the form
∂ωr

s

∂xi = P2

λ2
1D

.

The equality (16.1) and the remarks of Sec. 12 show that P2 is a homogeneous polynomial of
second degree with respect to the set of functions yj

i , ω
r
s . We have, by differentiating the previous

equality,
∂2ωr

s

∂xi∂xj
=

1

λ2
1D

∂P2

∂xj
− P2

(λ2
1D)2

∂(λ2
1D)

∂xi
.

These functions λ1
∂2ωr

s

∂xi∂xj are rational fractions with denominator D3 of the functions

X,Ω, X̃, Ω̃, [Aλµ],

[

∂Aλµ

∂xα

]

,

[

∂2Aλµ

∂xα∂xβ

]

[Bsλ
r ],

[

∂Bsλ
r

∂xα

]

.

(The results of Sec. 12 make it possible actually to prove that P2

λ2
1

and 1
λ1

∂P2

∂xj are a polynomial

and a rational fraction, respectively, with denominator D, of these functions.) These are therefore
continuous and bounded functions in W .

17 C. Kirchhoff formulas

We can now study in more precise way the fundamental equations (6.1) and look for their limit as
η tends to zero.

These equations read as:

∫ ∫

V

∫

([ur]L
r
s + σr

s [fr])dx
1 dx2 dx3

+

∫ ∫

S0

Ei
s cos(n, xi)dS =

∫ ∫

Sη

Ei
s cos(n, xi)dS. (17.1)

Integral relations involving the parameter λi. We have seen that the functional determinant

D = D(xi)
D(λj) is equal to −1 for λ1 = 0. The correspondence between the parameters xi and λj is

therefore surjective in a neighbourhood of the vertex M0 of Σ0. One derives from this that the
correspondence between the parameters xi and λj is one-to-one in a domain (Λ)η defined by

η ≤ λ1 ≤ ε3, 0 ≤ λ2 ≤ π, 0 ≤ λ3 ≤ 2π,

where ε3 is a given number and where η is arbitrarily small.
To the domain (Λ)η of variations of the λi parameters there corresponds, in a one-to-one5

way, a domain Wη of Σ0. We shall then assume that the coordinate x4
0 of the vertex M0 of Σ0

is sufficiently small to ensure that the domain Vη ⊂ V , previously considered, is interior to the
domains W and Wη. We can, under these conditions, compute the integrals by means of the
parameters λi, the integrals that we are going to obtain being convergent.

18 Calculation of the area and volume elements

First, we have
dV = dx1 dx2 dx3 = dλ1 dλ2 dλ3.

Let us compute now dS and cos(n, xi).

5Because the correspondence between (x4, λ2, λ3) and (λ1, λ2, λ3) is one-to-one.
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The surfaces S0 and Sη are x4 = cte surfaces drawn on the characteristic conoid Σ0. They
therefore satisfy the differential relation

pi dx
i = 0,

from which one deduces
cos(n, xi) =

pi

(
∑

p2
i )

1
2

.

In order to evaluate dS we shall write a second expression of the volume element dV in which the
surfaces S(x4 = cte) and the bicharacteristics (where only λ1 is varying) come into play

dV = cos ν |T | 12 dλ1 dS,

where |T | 12 dλ1 denotes the length element of the bicharacteristic, and ν is the angle formed by the
bicharacteristic with the normal to the surface S at the point considered.

A system of directional parameters of the tangent to the bicharacteristic being

T h = [Ahj ]pj + [Ah4],

we have
cos ν |T | 12 =

{

[Ahj ]pj + [Ah4]
}

cos(n, xh),

from which, by comparing the two expressions of dV ,

cos(n, xi)dS =
△pidλ2 dλ3

[Ahj ]pjph + [Ah4]ph

=
−△ pi

[A44] + [Aj4]pj

dλ2 dλ3.

19 Limit as η → 0 of the integral relations

The integral relations (17.1) read, in terms of the λi parameters, as

∫ ∫

Vη

∫

([ur]L
r
s + σr

s [fr])dλ1 dλ2 dλ3

−
∫ 2π

0

∫ π

0

Ei
s △ pi

[A44] + [Ai4]pi

dλ2|x4=0 dλ3

= −
∫ 2π

0

∫ π

0

{

Ei
s △ pi

[A44] + [Ai4]pi

}

x4=x0
4−η

dλ2 dλ3. (19.1)

The previous results prove that the quantities to be integrated are continuous and bounded
functions of the variables λi. They read actually as:

λ2
1 {[ur]L

r
s + σr

s [fr]}
△
λ2

1

and λ2
1E

i
s

△
λ2

1

pi

T 4
.

Ei
s and Lr

s being given by the equalities (5.2), the quantities considered are continuous and
bounded in W if the functions ur and ∂ur

∂xα are continuous and bounded in D.
The two members of equations (19.1) tend therefore towards a finite limite when η tends to

zero. The triple integral tends to a finite limit, equal to the value of this integral taken over the
portion V0 of hypersurface of the conoid Σ0 in between the vertex M0 and the initial surface x4 = 0
(because this integral is convergent). Let us evaluate the limit of the double integral of the second
member. The results of Sec. 15 show that all terms of the quantity λ2

1E
i
s tend uniformly to zero

with λ1, exception being made for the term

−λ2
1[ur][A

ij ]ωr
s

∂σ

∂xj

,

23



whose limit for λ1 = 0 is
[ur(x

α
0 )]δj

i δ
r
sp

0
j = us(x

α
0 )p0

i .

From which:

lim
λ1→0

Ei
s △ pi

[A44] + [Ai4]pi

= −us(x
α
0 ) sinλ2.

The second member of equations (19.1) tends therefore, when η tends to zero, to the limit

∫ 2π

0

∫ π

0

us(x
α
0 ) sinλ2 dλ2 dλ3 = 4πus(x

α
0 ).

20 Kirchhoff formulas

We arrive in such a way to the following formulas:

4πus(x
α
0 ) =

∫ ∫

Vη

∫

([ur]L
r
s + σr

s [fr]) △ dλ1 dλ2 dλ3

+

∫ 2π

0

∫ π

0

{

Ei
s △ pi

T 4

}

x4=0

dλ2 dλ3. (20.1)

In order to compute the second member of these Kirchhoff formulas it will be convenient to take
for parameters, on the hypersurface of the conoid Σ0, the three independent variables x4, λ2, λ3.

The equations (20.1) then read, the limits of integration intervals being evident:

4πus(xj) =

∫ 0

x4
0

∫ 2π

0

∫ π

0

([ur]L
r
s + σr

s [fr])
△
T 4
dx4dλ2dλ3

+

∫ 2π

0

∫ π

0

{

Ei
s △ pi

T 4

}

x4=0

dλ2dλ3. (20.2)

The quantity under sign of triple integral is expressed by means of the functions [u] and of the
functions X(λ1, λ2, λ3) and Ω(λ1, λ2, λ3), solutions of the integral equations (1.2) and (8.1).

We shall obtain the expression of the X and Ω as functions of the new variables x4, λ2, λ3 by
replacing λ1 with its value defined by the equation (2.2), function of the x4, λ2, λ3.

Let us point out that these functions satisfy the integral equations

X(x4, λ2, λ3) =

∫ x4

x4
0

E(X)

T 4
dx4 +X0(x

4
0, λ2, λ3)

Ω(x4, λ2, λ3) =

∫ x4

x4
0

F (X,Ω)

T 4
dx4 + Ω0(x

4
0, λ2, λ3).

The quantity under sign of double integral is expressed by means of the values for x4 = 0 of the
functions [u] and

[

∂u
∂xα

]

(Cauchy data) and of the values for x4 = 0 of the functions X and Ω.

21 D. Summary of the results

We shall consider a system of linear, second-order partial differential equations in four variables,
of the type

Aλµ ∂2ur

∂xλ∂xµ
+Brλ

s

∂us

∂xλ
+ fr = 0. (E)
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Assumptions
(1o) At the point M0 of coordinates xα

0 the coefficients Aλµ take the following values:

A44
0 = 1, Ai4

0 = 0, Aij
0 = −δj

i .

(2o) The coefficients Aλµ and Brλ
s have partial derivatives with respect to the xα, of orders

four and two, respectively, continuous and bounded in a domain D : |xi − x̃i| ≤ d, |x4| ≤ ε. The
coefficients fr are continuous and bounded.

(3o) The partial derivatives of the Aλµ and Brλ
s of orders four and two, respectively, satisfy in

D some Lipschitz conditions.
Conclusion. Every solution of the equations (E) continuous, bounded and with first partial

derivatives continuous and bounded in D verifies the integral relations (20.2) if the coordinates xα
0

of M0 satisfy inequalities of the form

|x4
0| ≤ ε0, |xi

0 − x̃i| ≤ d,

defining a domain D0 ⊂ D.

22 II. Transformation of variables

We are going to try establishing formulas analogous to (20.2), verified by the solutions of the given
equations (E) at every point of a domain D0 of spacetime, where the values of coefficients will be
restricted uniquely by the requirement of having to verify some conditions of normal hyperbolicity
and differentiability.

Let us therefore consider the system (E) of equations

Aλµ ∂2us

∂xλ∂xµ
+Brλ

s

∂ur

∂xλ
+ fs = 0.

We assume that in the spacetime domain D, defined by

|x4| ≤ ε, |xi − x̃i| ≤ d,

where the three x̃i are given numbers, the equations (E) are of the normal hyperbolic type, i.e.

A44 > 0, the quadratic form AijXiXj negative definite.

At every point M0(xj) of the domain D one can associate to the values Aλµ
0 = Aλµ(xα

0 )

of the coefficients A a system of real numbers aαβ
0 , algebraic functions, defined and indefinitely

differentiable of the Aλµ
0 , satisfying the identity

Aλµ
0 XλXµ = (a4α

0 Xα)2 − (aiα
0 Xα)2.

We shall denote by a0
αβ the quotient by the determinant a0 of elements aαβ

0 of the minor relative

to the element aαβ
0 of this determinant. The quantities a0

αβ are, like aαβ
0 , algebraic functions defined

and indefinitely differentiable of the Aλµ
0 in D. (The square of the determinant a0, being equal to

the absolute value A of the determinant having elements Aλµ, a0, is different from zero in D.)
Let us perform the linear change of variables

yα = a0
αβ x

β .

The partial derivatives of the unknown functions us are covariant in such a change of variables,
hence the equations (E) read as

A∗αβ ∂2us

∂yα∂yβ
+B∗rα

s

∂us

∂yα
+ fs = 0, (22.1)

25



with
A∗αβ = Aλµa0

αλa
0
βµ, B

∗rα
s = Brλ

s a0
αλ. (22.2)

The coefficients of equations (22.1) take at the point M0 the values (1.4). As a matter of fact:

A∗αβ
0 = Aλµ

0 a0
αλa

0
βµ = −aγλ

0 aγµ
0 a0

αλa
0
βµ + 2a4λ

0 a4µ
0 a0

αλa
0
βµ = −δβ

α + 2δ4αδ
4
β ,

hence one has
A∗44 = 1, A∗i4 = 0, A∗ij = −δj

i .

We can apply to the equations (E), written in the form (22.1), in the variables yα and for
the corresponding point M0, the results of part I. Let us first point out that the integration
parameters so introduced will be y4, λ2, λ3 but that, the surface carrying the Cauchy data being
always x4 ≡ aα4

0 y4 = 0, the integration domains will be determined from M0 and the intersection
of this surface with the characteristic conoid with vertex M0. We see that it will be convenient,
in order to evaluate these integrals, to choose the variables yα relative to a point M0 whatsoever
in such a way that the initial space section, x4 = 0, is a hypersurface y4 = 0. It will be enough
for that purpose to choose the coefficients aαβ

0 (which is legitimate) in such a way that one has
ai4
0 = 0. We shall then have

a0
4i = 0, a0

44 =
1

a44
0

= (A44
0 )−

1
2 and y4 = a0

44x
4,

where a0
44 is a bounded positive number.

23 Application of the results of part I

The application of the results of part I proves then the existence of a domain D0 ⊂ D, defined by
|x4

0| ≤ ε (which implies at every point M0 ∈ D0, |y4
0| ≤ η) such that one can write at every point

M0 of D0 a Kirchhoff formula whose first member is the value at M0 of the unknown us, in terms of
the quantities yα

0 = a0
αβx

β
0 , and whose second member consists of a triple integral and of a double

integral. The quantities to be integrated are expressed by means of the functions X(y4, λ2, λ3, y
α
0 )

representing (yα, pi, y
j
i , z

j
i , ..., z

h
kij) and Ω(y4, λ2, λ3) (ωr

s , ..., ω
r
sij), solutions of an equation of the

kind

X =

∫ y4

y4
0

E∗(X)dy4 +X0, Ω =

∫ y4

y4
0

F ∗(X,Ω)dy4 + Ω0, (23.1)

where the functions E∗ and F ∗ are the functions E and F of Chapter I, but evaluated starting
from the coefficients (22.2) and from their partial derivatives with respect to the yα, and where
Ω0, X0 denote the values for y4 = y4

0 of the corresponding functions Ω, X .
In order to obtain, under a simpler form, some integral equations holding in the whole domain

D0, we will take on the one hand as integration parameter, in place of y4, x4 (which is possible, a0
44

being at every point M0 of D0 a given positive number), we shall on the other hand replace those of
the auxiliary unknown functions X which are the values (in terms of the three parameters) of the
coordinates yα of a point of the conoid Σ0 of vertex M0, with the values of the original coordinates
xα of a point of this conoid.

We shall replace for that purpose those of the integral equations which have in the first member
yα with their linear combinations of coefficients aαβ

0 (bounded numbers), i.e. with the equations
of the same kind

aαβ
0 yβ = xα =

∫ x4

x4
0

aαβ
0

T ∗αβ

T ∗4
a0
44dx

4 + xα
0 ,

and we will replace the quantities under integration signs of all our equations in terms of the xα

in place of the yβ by replacing in these equations the yβ with the linear combinations a0
αβx

α (the

a0
αβ are bounded numbers).
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The system of integral equations obtained in such a way has, for every point M0 of the domain
D, solutions as for the previous system, solutions which are of the form

X(xα
0 , x

4, λ2, λ3).

24 Summary of results of chapter I

We consider a system of linear, second-order partial differential equations of the type

Aλµ ∂2us

∂xλ∂xµ
+Brλ

s

∂ur

∂xλ
+ fs = 0. (E)

Assumptions
(1o) In the domain D, defined by

|x4| ≤ ε, |xi − x̃i| ≤ d,

the quadratic form AλµXλXµ is of normal hyperbolic type:

A44 > 0, the quadratic form AijXiXj negative− definite.

(2o) The coefficients Aλµ and Brλ
s have partial derivatives with respect to the xα continuous

and bounded, up to the orders four and two, respectively, in the domain D.
(3o) The partial derivatives of the Aλµ and Brλ

s of orders four and two, respectively, satisfy,
within D, Lipschitz conditions.

Conclusion. Every solution of the equations (E), possessing in D first partial derivatives with
respect to the xα continuous and bounded, verifies, if xα

0 are the coordinates of a point M0 of a
domain D0 defined by

|x4
0| ≤ ε0 ≤ ε, |xi

0 − x̄i| ≤ d0 ≤ d,

some Kirchhoff formulas whose first members are the values at the point M0 of the unknown func-
tions us and whose second members consist of a triple integral (integration parameters x4, λ2, λ3)
and of a double integral (integration parameters λ2, λ3). The quantities to be integrated are ex-
pressed by means of functions X(xα

0 , x
4, λ2, λ3) and Ω(xα

0 , x
4, λ2, λ3), themselves solutions of given

integral equations (23.1), and of the unknown functions [us]; the quantity under the sign of double
integral, which is taken for the zero value of the x4 parameter, contains, besides the previous func-
tions, the first partial derivatives of the unknown functions

[

∂us

∂xα

]

(value over Σ0 of the Cauchy
data). We obtain in such a way a system of integral equations verified in D0 from the solutions of
the equations (E). We write this system in the following reduced form:

X =

∫ x4

x4
0

E dx4 +X0

4πU =

∫ 0

x4
0

∫ 2π

0

∫ π

0

H dx4 dλ2 dλ3 +

∫ 2π

0

∫ π

0

I dλ2 dλ3.

CHAPTER II

1 Nonlinear equations

We consider a system (F ) of n second-order partial differential equations, with n unknown functions
and four variables, nonlinear of the following type:

Aλµ ∂2Ws

∂xλ∂xµ
+ fs = 0, s = 1, 2...4, λ, µ = 1, 2...n.
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The coefficients Aλµ and fs are given functions of the four variables xα, the unknown functions
Ws, and of their first derivatives ∂Ws

∂xα .
The coefficients Aλµ are the same for the n equations.
We point out that the calculations, made in the previous chapter for the linear equations

(E), are valid for the nonlinear equations (F ): it suffices to consider in these calculations the
functions Ws as functions of the four variables xα; the coefficients Aλµ and fs are then functions
of these four variables and the previous calculations are valid, subject of course to considering in
all formulas where there is occurrence of partial derivatives of the coefficients with respect to xα

these derivations as having been performed. One will have for example

∂Aλµ

∂xα
=
∂Aλµ

∂Ws

∂Ws

∂xα
+

∂Aλµ

∂(∂Ws/∂xβ)

∂

∂xα

(

∂Ws

∂xβ

)

.

By applying the previous results one would prove that, under certain assumptions, the solutions
of equations (F ) satisfy a system of integral equations analogous to (I), but whose second members
contain, besides the auxiliary functions, the integration parameters and the unknown functions,
the partial derivatives with respect to the xα of these unknown functions (because the equations
(I) involve the derivatives of the coefficients Aλµ, up to the fourth order, with respect to the xα).

Thus, we do not apply directly to the equations (F ) the results of previous chapters; but we
are going to show that, by deriving suitably five times with respect to the variables xα the given
equations (F ), and by applying to the obtained equations the results of chapter I, one obtains
a system of integral equations whose first members are the unknown functions Ws, their partial
derivatives with respect to the xα up to the fifth order and some auxiliary functions X,Ω, and
whose second members contain only these functions and the integration parameters.

2 Differentiation of the equations (F )

We assume that in a spacetime domain D, centred at the point M with coordinates xi, 0 and
defined by

|xi − xi| ≤ d, |x4| ≤ ε

and for values of the unknown functions Ws and their first partial derivatives satisfying

|Ws −W s| ≤ l,

∣

∣

∣

∣

∂Ws

∂xα
− ∂Ws

∂xα

∣

∣

∣

∣

≤ l (2.1)

(where W s and ∂Ws

∂xα are the values of the functions Ws and ∂Ws

∂xα at the point µ) the coefficients
Aλµ and fs admit of partial derivatives with respect to all their aguments up to the fifth order.

We shall then obtain, by differentiating five times the equations (F ) with respect to the variables
xα, a system of N equations (N is the product by n of the number of derivatives of order five of
a function of four variables) verified, in the domain D, by the solutions of equations (F ) which
satisfy the inequalities (2.1) and possess derivatives with respect to the xα up to the seventh order.

Let us write this system of N equations. We set

∂Ws

∂xα
= Wsα,

∂2Ws

∂xα∂xβ
= Wsαβ

and we denote by US the partial derivatives of order five of Ws

∂5Ws

∂xα∂xβ∂xγ∂xδ∂xε
= Wsαβγδε = US , s = 1, 2, ...N.

Let us differentiate the given equations (F ) with respect to any whatsoever of the variables xα,
we obtain n equations of the form

Aλµ ∂2Wsα

∂xλ∂xµ
+

{

∂Aλµ

∂Wrν

Wrα +
∂Aλµ

∂Wrν

∂Wrν

∂xα
+
∂Aλµ

∂xα

}

∂Wsµ

∂xλ
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+
∂fs

∂Wr

Wrα +
∂fs

∂Wrν

∂

∂xα
Wrν +

∂fs

∂xα
= 0.

Let us start again four times this procedure, we obtain the following system of N equations:

Aλµ ∂
2Wsαβγδε

∂xλ∂xµ
+

{

∂Aλµ

∂Wr

Wrα +
∂Aλµ

∂Wrν

Wrνα +
∂Aλµ

∂xα

}

∂

∂xλ
Wsβγδεµ

+

{

∂Aλµ

∂Wr

Wrβ +
∂Aλµ

∂Wrν

Wrνβ +
∂Aλµ

∂xβ

}

∂

∂xλ
Wsαγδεµ...

+

{

∂Aλµ

∂Wr

Wrε +
∂Aλµ

∂Wrν

Wrνε +
∂Aλµ

∂xε

}

∂

∂xλ
Wsαβγδµ +

∂Aλµ

∂Wrν

∂Wrναβγδ

∂xε

+
∂fs

∂Wrν

∂Wrναβγδ

∂xε
+ FS = 0, (2.2)

where FS is a function of the variables xα, of the unknown functions Ws and of their partial
derivatives up to the fifth order included, but not of the derivatives of higher order.

The fifth derivatives US of the functions Ws satisfy therefore, in the domain D and under the
conditions specified, a system of N equations of the following type:

Aλµ ∂2US

∂xλ∂xµ
+BTλ

S

∂UT

∂xλ
+ FS = 0. (2.3)

The coefficients Aλµ, BTλ
S and FS of these equations are polynomials of the coefficients Aλµ

and fs of the given equations (F ) and of their partial derivatives with respect to all arguments
up to the fifth order, as well as of the unknown functions Ws and of their partial derivatives with
respect to the xα up to the fifth order. The coefficients Aλµ depend only on the variables xα, the
unknown functions Ws and their first partial derivatives Wsα, the coefficients BTλ

S depend only on
the variables xα, the unknown functions Ws and their first and second partial derivatives Wsα and
Wsαβ .

3 Application to the equations obtained of the results of
chapter I

We consider the equations (F ) as a system of N linear equations of second order, with unknown
functions US , and we apply to these equations the results of the previous chapter. We shall obtain
a system of integral equations whose first members will be some auxiliary functions Ω, X and the
unknown functions US ; the quantities occurring under the integrals of the second members will be
expressed by means of the auxiliary functions X , of the unknown functions US and of the value
for x4 = 0 of their first partial derivatives ∂US

∂xα , of the integration parameters, as well as of the
coefficients Aλµ, BTλ

S and FS (viewed as functions of the xα) and of their partial derivatives up
to the orders four, three and zero. Aλµ, BTλ

S and FS not involving the partial derivatives of the
functions Ws except for the orders up to one, two and five, respectively, the second members of the
integral equations considered will not contain, besides the auxiliary functions X,Ω, the functions
US and the value for x4 = 0 of their first derivatives, and the integration parameters, nothing but
the unknown functions Ws and their partial derivatives up to the fifth order included.

Integral equations verified by the functions Ws and their derivatives
If the functions Ws and their partial derivatives up to the fifth order

Wsα,Wsαβ , ...,Wsαβγδε = US

are continuous and bounded in a spacetime domain D (|xi − xi| ≤ d, |x4| ≤ ε) they verify in this
domain the integral relations

Ws(x
α) =

∫ x4

0

Ws4(x
i, t)dt+Ws(x

i, 0)
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.............

Wsαβγδ(x
α) =

∫ x4

0

Wsαβγδ4(x
i, t)dt+Wsαβγδ(x

i, 0). (3.1)

By adjoining to the system of integral equations, previously considered, the system (3.1), we
shall then be able to obtain a system of integral equations, verified, under certain assumptions, by
the solutions of the given equations (F ), whose second members will only contain the functions
occurring in the first members.

4 Cauchy data

We shall write this system of integral equations for the purpose of solving, for the given equations
(F ), the Cauchy problem: the search for solutions Ws of the equations (F ) which take, as well as
their first partial derivatives, some values given in a domain (d) of the initial hypersurface x4 = 0:

Ws(x
i, 0) = ϕs(x

i),

∂Ws

∂x4
(xi, 0) = ψs(x

i),

where ϕs and ψs are given functions of the three variables xi in the domain (d). We will prove
that, under the assumptions stated below, the data ϕs and ψs determine the values in (d) of the
partial derivatives up to the sixth order of the solution Ws of the equations (E).

Assumptions
(1o) In the domain (d), defined by

|xi − xi| ≤ d,

the functions ϕs and ψs admit of partial derivatives continuous and bounded with respect to the
three variables xi and satisfy the inequalities

|ϕs − ϕs| ≤ l0 ≤ l, |ψs − ψs| ≤ l0 ≤ l,

∣

∣

∣

∣

∂ϕs

∂xi
− ∂ϕs

∂xi

∣

∣

∣

∣

≤ l0 ≤ l. (4.1)

(2o) In the domain (d) and for values of the functions

Ws = ϕs,
∂Ws

∂x4
= ψs and

∂Ws

∂xi
=
∂ϕs

∂xi
,

satisfying the inequalities (4.1), the coefficients Aλµ and fs have partial derivatives continuous and
bounded with respect to all their arguments, up to the fifth order.

(3o) In the domain (d) and for the functions ϕs and ψs considered the coefficient A44 is different
from zero.

It turns out actually from the first assumption that the values in (d) of partial derivatives up to
the sixth order, corresponding to a differentiation at most with respect to x4, of the solutions Ws

of the assigned Cauchy problem are equal to the corresponding partial derivatives of the functions
ϕs and ψs, and are continuous and bounded in (d).

The values in (d) of partial derivatives up to the sixth order of the functions Ws, corresponding
to more than one derivative with respect to x4, are expressed in terms of the previous ones, of
the coefficients Aλµ and fs of the equations (F ) and of their partial derivatives up to the fourth
order. The third assumption shows actually that the equations (F ) make it possible to evaluate,
being given within (d) the values of the functions Ws,Wsα,Wsαi, the value in (d) of Ws44, from
which one will deduce by differentiation the value in (d) of the partial derivatives corresponding
to two differentiations with respect to x4. The equations that are derivatives of the equations (F )
with respect to the variables xα (up to the fourth order) make it possible, in analogous manner, to
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evaluate in (d) the values of partial derivatives up to the sixth order of the functions Ws. It turns
out from the three previous assumptions that all functions obtained are continuous and bounded
in (d).

We shall set
Wsj(x

i, 0) = ϕsj(x
i),

US(xi, 0) = ΦS(xi),

∂US

∂x4
(xi, 0) = ΨS(xi).

5 Summary of the results of chapter II

We consider a system of n partial differential equations of second order, nonlinear, of the following
kind:

Aλµ ∂2Ws

∂xλ∂xµ
+ fs = 0,

where Aλµ and fs are functions of the Wr and of their first partial derivatives, and of the four
variables xα.

We have seen that, under the assumptions of Sec. 2, the seven-times differentiable solutions of
the equations (F ) satisfy the inequalities (2.1), verify the system of N equations

Aλµ ∂2US

∂xλ∂xµ
+BTλ

S

∂UT

∂xα
+ FS = 0

where US denotes any whatsoever of the fifth-order partial derivatives of Ws and where Aλµ, BTλ
S

and FS are functions of the variables xα, of the functions Ws and of their partial derivatives up to
the orders one, two and five, respectively.

We have proved that, under the assumptions of Sec. 4, every solution seven times differentiable
of the Cauchy problem (with Cauchy data ϕs, ψs) takes, as well as its partial derivatives up to
the sixth order, some given values continuous and bounded in the considered domain of the initial
surface.

We apply to the equations (2.3) the results of chapter I and we add to the integral equations
obtained the integral equations (3.1).

Let us sum up the assumptions made and the results obtained.
Assumptions
(A) In the domain D defined by |xi −xi| ≤ d, |x4| ≤ ε and for values of the unknown functions

satisfying

|Ws − ϕs| ≤ l,

∣

∣

∣

∣

∂Ws

∂x4
− ψs

∣

∣

∣

∣

≤ l,

∣

∣

∣

∣

∂Ws

∂xi
− ∂ϕs

∂xi

∣

∣

∣

∣

≤ l :

(1o) The coefficients Aλµ and fs have partial derivatives with respect to all their arguments up
to the fifth order continuous and bounded, the derivatives of order five satisfying some Lipschitz
conditions;

(2o) The quadratic formAλµXλXµ is of normal hyperbolic form: A44 > 0 and the formAijXiXj

negative definite.
(B) In the domain of the initial surface x4 = 0, defined by |xi − xi| ≤ d, the Cauchy data ϕs

and ψs admit of partial derivatives continuous and bounded up to the orders six and five.
Conclusion. If we consider a solution Ws seven times differentiable of the assigned Cauchy

problem, possessing partial derivatives with respect to the xα up to the sixth order, continuous
and bounded and satisfying the inequalities (2.1) in D, it satisfies in this domain the equations F ′.
The equations F ′, viewed as linear equations in the unknown functions US , satisfy the assumptions
of chapter I, and therefore:

There exists a domain D0 ⊂ D in which the functions Ws verify the following system of integral
equations.
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System of integral equations (I)
This system consists of
(1o) equations having in the first member a function X of the three parameters

x4, λ2, λ3

(representatives of a point of the characteristic conoid of vertexM0(x0)) and of the four coordinates
xα

0 of a point M0 ∈ D0. These functions X are the functions

xi, pi, yj
i , z

j
i , y

j
ih, z

j
ih, y

j
ihk, z

j
ihk

of chapter I. These equations are of the form

X =

∫ x4

x4
0

E(X)dx4 +X0,

where X0, value of X for x4 = x4
0, is a given function of xα

0 , λ2, λ3;
(2o) equations having in the first member a function

Ω(xα
0 , x

4
0, λ2, λ3)

(functions ωr
s , ω

r
si, ω

r
sij of chapter I), of the form

Ω =

∫ x4

x4
0

F (X,Ω)dx4 + Ω0,

where Ω0, value of Ω for x4 = x4
0, is a given function of xα

0 , λ2, λ3;
(30) equations having in the first member a function W of the four coordinates xα of a point

M ∈ D. The functions W are the functions

Ws,Wsα,Wsαβ ,Wsαβγ ,Wsαβγδ.

The equations are of the form

W =

∫ x4

0

G(W,U)dx4 +W0,

where W0, value of W for x4 = 0, is a given function of the three variables xi.
(4o) equations having in the first member a function U of the four coordinates xα

0 of a point
M0 ∈ D0. The functions U are the functions US , fifth derivatives ofWs. These equations (Kirchhoff
formulas) are of the form

U =

∫ 0

x4
0

∫ 2π

0

∫ π

0

H dx4 dλ2 dλ3 +

∫ 2π

0

∫ π

0

I dλ2 dλ3.

The quantities E,F,G,H, I are formally identical to the corresponding quantities evaluated in
chapter I for the equations(E) (upon considering the differentiations with respect to the xα as
having been performed). The quantity G is a function W or U . All these quantities are therefore
expressed by means of the functions X,Ω,W and U , occurring in the first members of the integral
equations considered, and involve the partial derivatives of the Aλµ and fs with respect to all their
arguments, up to the fifth order, and the partial derivatives of the Cauchy data ϕs and ψs up to
the orders six and five (in the quantity I and by means of W0).

Solution of the Cauchy problem
In order to solve the Cauchy problem for the nonlinear equations F we might try to solve,

independently of these equations, the system of integral equations verified by the solutions (and
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to prove afterwards that this solution is indeed a solution of the assigned Cauchy problem). Un-
fortunately, some difficulties arise for this solution: we have shown in chapter I that the quantities
occurring under the integral sign (in particularH) are continuous and bounded, upon assuming dif-
ferentiability of the coefficients Aλµ, viewed as given functions of the variables xα, these conditions
not being realized when the functions Ws,Wsα, ..., US are independent, the quantity [Aij ] ∂σ

∂xi∂xj △
will then fail to be bounded and continuous.

In order to solve the Cauchy problem we shall then pass through the intermediate stage of ap-
proximate equations F1, where the coefficients Aλµ will be some given functions of the xα, obtained

by replacing Ws with a given function W
(1)
s . The quantities occurring under the integration signs

of the integral equations verified by the solutions will then be continuous and bounded if the same
holds for the functions Ws...US considered as independent. We will then be in a position to solve
the integral equations and show that their solution Ws...US is solution of the equations F1, and
that Wsα...US are the partial derivatives of Ws; but we need for that purpose, in the general case,

to take as function W
(1)
s a function six times differentiable (because the integral equations involve

fifth derivatives of the Aλµ); the obtained solution Ws being merely five times differentiable, it will
be impossible for us to iterate the procedure. The method described will be therefore applicable
only if the Aλµ depend uniquely on the Ws and not on the Wsα: it will then be enough to assume
the approximation function five times differentiable.

We shall describe in detail the solution of the Cauchy problem in this case in chapter III, and
we will apply it to the equations of relativity in Chapter IV.

In the general case, where Aλµ is function of Ws and Wsα, one can solve the Cauchy problem
by passing through the intermediate step of approximate equations, not of the equations (F )
themselves, but of equations previously differentiated with respect to the xα and viewed as integro-
differentiaL equations in the unknown functions Wsα.

CHAPTER III

1 Solution of the Cauchy problem for the case in which the

coefficients Aλµ do not depend on first partial derivatives
of the unknown functions

We consider in this chapter a system (F ) of n partial differential equations of second order with n
unknown functions and four variables, of the kind previously studied:

Aλµ ∂2Ws

∂xλ∂xµ
+ fs = 0, (G)

where the coefficients Aλµ depend only on the variables xα and the unknown functions Wt, and
not on the first partial derivatives ∂Wt

∂xα of these functions.
The coefficients fs are functions, as previously, of the variables xα, of the unknown functions

Wt and of their first partial derivatives ∂Wt

∂xα .
Formation of a system of integral equations verified from the solutions of equations

(G)
We shall obtain a system of integral equations verified by the solutions of equations (G) by

applying the methods used in the previous chapter for the equations of general type (F ). Let us
point out however that, in the case of equations (G), the coefficients Aλµ not containing the first
partial derivatives ∂Wt

∂xα = Wtα, it will be enough to apply the results of chapter I to the equations
deduced from equations (G) by four differentiations with respect to the variables xα in order to
obtain a system of integral equations whose second members do not contain functions other than
those occurring in the first members. The calculations performed in Sec. 2, chapter II prove indeed
that these equations read as, by denoting with US any whatsoever of the fourth derivatives of the
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unknown functions Ws

Aλµ ∂2US

∂xλ∂xµ
+BTλ

S

∂UT

∂xλ
+ Fs = 0.

Aλµ depends only on the variables xα and the functions Ws.
BTλ

S , which is a sum of first partial derivatives of the functions Aλµ, viewed as functions of
the variables xα and of first partial derivatives of a function fs with respect to the first partial
derivatives Wrα of the unknown functions, depends on nothing else but the variables xα, the
unknown functions Wr and their first partial derivatives Wrα.

FS is a polynomial of the coefficients Aλµ and fs and of their partial derivatives with respect
to all their arguments up to the fourth order, as well as of the functions Ws and of their partial
derivatives with respect to the variables xα up to the fourth order.

The integral equations (J), verified by the bounded solutions and with bounded first derivatives
of equations (G′), deduced as in chapter II from the results of chapter I, only involve the coefficients
Aλµ and BTλ

S and their partial derivatives up to the orders four and two, respectively, as well as
the coefficients FS . One therefore verifies that these equations (J) contain nothing else but partial
derivatives of the functions Ws of order higher than four.

We would face clearly, in order to solve the system of integral equations (J) directly, the same
difficulty as in the general case: the quantity H under the sign

∫ ∫ ∫

is not bounded in general if
Ws,Wsα...US are independent functions. We shall be able however, in the case in which the Aλµ

depend only on the first derivatives of the Ws, to solve the Cauchy problem by using the results
obtained on the system of integral equations verified in a certain domain, from the solutions of the
given equations (G) in a way that we are going to describe in what follows.

2 Plan of chapter III (Solution of the Cauchy problem)

A. We shall consider a system G1, approximate version of G, obtained by replacing in Aλµ (and

not in fs) the unknown Ws with some approximate values
(1)

W s, satisfying suitable assumptions.
I. We will prove that the system of integral equations J1, verified by the solutions of the Cauchy

problem assigned with respect to the equations G1, admits of a unique, continuous and bounded

solution in a domain D independent of
(1)

W s if one regards it as a system of integral equations with
independent unknown functions X,Ω,W,U .

II. We will prove afterwards that the solutions of J1 that we have found are solutions of the
Cauchy problem given for the eqyations G1 in the whole domain D, and that the functions Ws

obtained admit of partial derivatives up to the fourth order equal to Wsα...US and satisfy the same

assumption as
(1)

W s. We denote these functions by
(2)

W s.
B. The solution of the Cauchy problem for the equations G1 defines, in light of previous results,

a representation of the space of functions
(1)

W s into itself. We prove that this representation admits
a fix point, belonging to the space. The correponding functions Ws are solutions of the given
equations (G). This solution, unique, possesses partial derivatives continuous and bounded up to
the fourth order.

3 Assumptions made in chapter III

(1o) In the domain D defined by
|xi − xi| ≤ d, |x4| ≤ ε

and for values of the unknown functions satisfying

|Ws − ϕs| ≤ l,

∣

∣

∣

∣

∂Ws

∂xi
− ∂ϕs

∂xi

∣

∣

∣

∣

≤ l,

∣

∣

∣

∣

∂Ws

∂x4
− ψs

∣

∣

∣

∣

≤ l : (3.1)
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(a) The coefficients Aλµ and fs admit partial derivatives with respect to all their arguments
up to the fourth order, continuous, bounded and satisfying Lipschitz conditions.

(b) The quadratic form AλµXλXµ is of normal hyperbolic type, i.e. A44 > 0, AijXiXj negative
definite.

(2o) In the domain (d) of the initial surface, defined by |xi − xi| ≤ d, the Cauchy data ϕs and
ψs possess partial derivatives continuous and bounded up to the orders five and four, respectively,
satisfying some Lipschitz conditions.

4 Approximate equations G1

We consider a system of equations approximating the system (G), obtained by replacing in the

coefficients Aλµ (and not in fs) the unknown functions with given functions
(1)

W s which admit of

partial derivatives continuous and bounded up to the fourth order (we denote them by
(1)

W sα, ...,
(1)

U S)
in the domain D:

|xi − xi| ≤ d, |x4| ≤ ε

and satisfy the inequalities

∣

∣

∣

∣

(1)

W s − ϕs

∣

∣

∣

∣

≤ l,

∣

∣

∣

∣

∣

∣

∂
(1)

W s

∂xi
− ∂ϕs

∂xi

∣

∣

∣

∣

∣

∣

≤ l,

∣

∣

∣

∣

∣

∣

∂
(1)

W s

∂x4
− ψs

∣

∣

∣

∣

∣

∣

≤ l.

We write the system obtained:
(1)

A
λµ ∂2Ws

∂xλ∂xµ
+ fs = 0. (G1)

A solution W1, six times differentiable and satisfying the inequalities (3.1), of the equations
(G1) verifies therefore, in D, the following equations:

(1)

A
λµ ∂2US

∂xλ∂xµ
+

(1)

B
Tλ
S

∂UT

∂xλ
+

(1)

F S = 0. (G′
1)

One sees easily, by virtue of formulas analogous to the formulas of chapter II, that

(1o)
(1)

Aλµ is a function of the variables xα and of the unknown functions
(1)

W s;

(2o)
(1)

B Tλ
S is a sum of the following functions:

(a) first partial derivatives of the
(1)

Aλµ viewed as functions of the variables xα (hence as functions

of the variables xα and of the functions
(1)

W s and
(1)

W sα);
(b) first partial derivatives of a function fs with respect to the functions Wrν (hence of the

functions of xα,Ws and Wsα).

(3o)
(1)

F S is a polynomial of the coefficients
(1)

Aλµ and fs and of their partial derivatives with

respect to all their arguments up to the fourth order, as the functions
(1)

W s and
(1)

W sα and of their
partial derivatives with respect to the xα up to the fourth order.

5 Application of the results of chapter I

The coefficients of equations (G′
1), viewed as linear equation of type (E) in the unknown functions

US, satisfy in the domain D the assumptions of chapter I. There exists therefore a domain D0 ⊂ D
in which the fifth derivatives US of a solution Ws of the given Cauchy problem, which possess
partial derivatives continuous and bounded up to the sixth order and satisfy the inequalities (3.1),
verify some Kirchhoff formulas, whose first members are the values at the point M0 ∈ D0 of these
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functions US . These equations, together with the integral equations having in the first member
some auxiliary functions X and Ω, and with some integral equations analogous to (3.1) of chapter
II, form a system of integral equations that we denote by J1.

6 System of integral equations J1

Let us consider (independently of the initial equations G1) the set of integral relations J1 as a
system of integral equations with four groups of unknown functions X,Ω,W and U . The system
consists of the following four groups of equations:

(1o) Some integral equations having in the first member a function X of the four coordinates xα
0

and of three parameters x4, λ2, λ3 (functions corresponding to the functions xi, pi, y
j
i , ...z

j
ihk which

define the characteristic conoids). These equations are of the form

X(xα
0 ;x4, λ2, λ3) =

∫ x4

x4
0

E dx4 +X0(x
α
0 , x

4
0, λ2, λ3). (1)

X0 is a given function. (For xi, pi, y
j
i ... the values of X0 are xi

0, p
0
i , 0... respectively).

E is a rational function with denominator

T ∗4 =
(1)

A
∗44 +

(1)

A
∗i4pi

of the following quantities:

(a) coefficients
(1)

Aλµ and their partial derivatives with respect to all their arguments up to the

fourth order (functions of
(1)

W s(x
α) and xα where xi is replaced by the corresponding X function),

function
(1)

W s and partial derivatives up to the fourth order;
(b) functions X ;

(c) quantities
(1)
a 0

αβ and
(1)
a αβ

0 , algebraic functions of the values of the coefficients
(1)

Aλµ for the

values xα
0 and

(1)

W s(x
α
0 ) of their arguments.

(2o) Equations having in the first member a function Ω of the xα
0 and of the parameters x4, λ2, λ3

(functions corresponding to ωr
s , ω

r
si, ω

r
sij). These equations are of the form

Ω =

∫ x4

x4
0

F dx4 + Ω0, (2)

where Ω0 is a given function (for ωr
s , ω

r
si, ω

r
sij the values of Ω0 are δr

s , 0, 0, respectively).

F is a rational fraction (with denominator T ∗4 =
(1)

A ∗44 +
(1)

A ∗i4pi) of the following quantities:

(a) coefficients
(1)

Aλµ and
(1)

B Tλ
S and partial derivatives with respect to all their arguments up to

the orders three and two, respectively (i.e. coefficients
(1)

Aλµ, fs, and their partial derivatives up to
the third order);

(b) functions
(1)

W s(x
α) and their partial derivatives up to the third order and functions

Wsα(xα),Wsαβ(xα),Wsαβγ(xα)

(functions W (xα)). The xi are always replaced by the corresponding functions X ;
(c) functions X and Ω;

(d) quantities
(1)
a 0

αβ and
(1)
a αβ

0 .
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(3o) Equations having in the first member a function W of the four coordinates xα. These
equations are of the form

W (xα) =

∫ x4

0

G dx4 +W0(x
i). (3)

W0 denotes a given function. (For the functions Ws,Wsi... the values of W0 are ϕs, ϕsi, ...),
respectively).

G is a function W or a function U .
(4o) Some Kirchhoff formulas, having in the first member a function U of the four coordinates

xα
0

4πU(xα
0 ) =

∫ 0

x4
0

∫ 2π

0

∫ π

0

H dx4 dλ2 dλ3 +

∫ 2π

0

∫ π

0

I dλ2 dλ3. (4)

(a) H is the product of the square root of a rational fraction with denominator D∗ (polynomial

of
(1)

Aλµ, X, X̃ and p0
i ) and numerator 1, with the sum of the two following rational fractions:

(1) A rational fraction Ha with denominator (D∗)3(x4
0 − x4)T ∗4 (which results only from those

terms of the operator Lr
s which contain the second partial derivatives of the function σ) whose

numerator is a polynomial of the following functions:
(1)

Aλµ and their first and second partial derivatives with respect to all their arguments (functions

of
(1)

W s(x
α) and xα where xi is replaced by the corresponding X function).

(1)

W s(x
α),

(1)

W sα(xα),
(1)

W sαβ(xα).

X and X̃ . (One has denoted by X̃ the quotient by x4
0−x4 of the functions X for which X0 = 0).

U(xα) and Ω, which only occur in the product [Ur]ω
r
s in the polynomial considered.

We remark that this polynomial, function of the seven arguments

xα
0 , x

4, λ2, λ3,

vanishes for x4 = x4
0.

(2) A rational fraction H1b with denominator (D∗)2T ∗4 of the following quantities:

coefficients
(1)

Aλµ,
(1)

B Tλ
S and

(1)

F S , and their partial derivatives of the first two up to the orders

two and one, respectively, with respect to the xα. In other words, coefficients
(1)

Aλµ and fs and
their partial derivatives with respect to all their arguments up to the fourth order, and functions

(1)

W s(x
α)...

(1)

U s(x
α), Ws(x

α)...Us(x
α);

functions X and X̃;
functions Ω and Ω̃ (one has denoted by Ω̃ the quotient by x4

0 − x4 of the functions Ω for which
Ω0 = 0);

(b) I is the value for x4 = 0 of the product of the square root of a rational fraction with

denominator D∗, and numerator 1, with a rational fraction having denominator (D∗)2
(1)

A ∗44T ∗4 of
the following functions:

(1)

Aλµ and their first partial derivatives with respect to all their arguments;

first partial derivatives of fs with respect to Wrν (they contribute through
(1)

B Tλ
S ), functions of

Ws(x
α),Wsα(xα) and Xα;

(1)

W s(x
α) and

(1)

W sα(xα);
X and X̃, Ω and Ω̃;
Cauchy data ϕs(x

i) and ψs(x
i) and their partial derivatives with respect to the xi up to the

orders five and four, respectively.
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7 I. Solution of the system of integral equations J1

We remark that the system of integral equations J1 is divided into two groups; on the one hand

X =

∫ x4

x4
0

E dx4 +X0, (1)

on the other hand

Ω =

∫ x4

x4
0

F dx4 + Ω0, (2)

W =

∫ x4

x4
0

G dx4 +W0, (3)

4πU =

∫ 0

x4
0

∫ 2π

0

∫ π

0

H dx4 dλ2 dλ3 +

∫ 2π

0

∫ π

0

I dλ2 dλ3. (4)

The equations (1) do not contain other unknown functions besides the functions X . We shall
solve them first.

We remark on the other hand that the function Ha is a known function when the X are known.
We shall then be in a position to restrict the quantity H without making assumptions on the
derivatives of the functions U and W , viewed as independent, and solve the remaining equations
(2), (3) and (4).

We are therefore going to prove that the system of integral equations J0 admits a unique solu-

tion, by making use of the assumptions made on the coefficients Aλµ and fs and of the assumptions

on the functions
(1)

W s. We shall collect these assumptions under the name of assumptions B and
B′ and we will state them in the two following paragraphs.

8 Assumptions (B)

(1) In the domain (D) defined by

|xi − xi| ≤ d, |x4| ≤ ε

and for values of the functions Ws and Wsα satisfying:

|Ws − ϕs| ≤ l, |Wsi − ϕsi| ≤ l, |Ws4 − ψs| ≤ l : (8.1)

(a) The coefficients Aλµ and fs admit partial derivatives with respect to all their arguments
up to the fourth order, continuous and bounded by a given number.

(b) The quadratic form AλµXλXµ is of normal hyperbolic type. The coefficient A44 is bigger
than a given positive number.

The coefficients aαβ
0 and a0

αβ relative to the values of the coefficients Aλµ at a point of the
previous domain are bounded by a given number.

(2o) The approximating functions
(1)

W s admit in the domain (D) of partial derivatives up to the
fourth order continuous, bounded and satisfying the inequalities

∣

∣

∣

∣

(1)

W s − ϕs

∣

∣

∣

∣

≤ l,

∣

∣

∣

∣

(1)

W si − ϕsi

∣

∣

∣

∣

≤ l,

∣

∣

∣

∣

(1)

W s4 − ψs

∣

∣

∣

∣

≤ l

and the analogous identities

∣

∣

∣

∣

(1)

W −W0

∣

∣

∣

∣

≤ l up to

∣

∣

∣

∣

(1)

U S − ΦS

∣

∣

∣

∣

≤ l.

(3o) In the domain (d), defined by

|xi − xi| ≤ d,
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the Cauchy data ϕs(x
i) and ψs(x

i) possess partial derivatives continuous and bounded with respect
to the variables xi up to the orders five and four, respectively.

We will denote by bounds (B) the different bounds occurring in these assumptions (d, ε, l
bounds of coefficients and Cauchy data).

9 Assumptions B′

(1o) In the domain (D) and for values of the functions Ws and Wsα satisfying the inequalities (8.1),
the partial derivatives of order four of the coefficients Aλµ and fs satisfy a Lipschitz condition
assigned with respect to all their arguments.

(2o) It then turns out from the assumptions (B) that, in the domain D and for values of the

functions Ws satisfying (8.1), the coefficients aαβ
0 , a0

αβ and their partial derivatives up to the fourth
order verify a Lipschitz condition given with respect to their arguments xα

0 ,Ws(x
α
0 ).

(3o) The partial derivatives of order four of the functions Ws satisfy a Lipschitz condition with
respect to the three arguments xi.

From the assumptions (B) 3o) it results the inequality

∣

∣

∣

∣

(1)

W s(x
′α) −

(1)

W s(x
α)

∣

∣

∣

∣

≤ l′
∑

∣

∣x′
α − xα

∣

∣

and the analogous inequalities for the partial derivatives of the
(1)

W s up to the third order.
We shall have in addition:

∣

∣

∣

∣

(1)

U S(x′
i
, x4) −

(1)

U S(xi, x4)

∣

∣

∣

∣

≤ l
∑

∣

∣

∣x′
i − xi

∣

∣

∣ .

(4o) in the domain (d) the partial derivatives of Cauchy data ϕs and ψs of orders five and four,
respectively, satisfy a Lipschitz condition with respect to the variables xi.

From the assumptions (B) there resulted the inequality

∣

∣

∣
ϕs(x

′i) − ϕs(x
i)
∣

∣

∣
≤ l′0

∑

∣

∣

∣
x′

i − xi
∣

∣

∣

and the analogous inequalities for the functions ψs and the partial derivatives of ψs and ϕs up to
the orders three and four.

We have in addition: ∣

∣

∣φsj(x
′i) − φsj(x

i)
∣

∣

∣ ≤ l′
∑

∣

∣

∣x′
i − xi

∣

∣

∣ ,

∣

∣

∣ψs(x
′i) − ψs(x

i)
∣

∣

∣ ≤ l′0
∑

∣

∣

∣x′
i − xi

∣

∣

∣ ,

where l′ and l′0 are given numbers which satisfy

l′ > l′0.

We will refer to the bounds occurring in these assumptions as the bounds (B′).

10 Solution of equations (1)

We shall solve first the equations (1) defining the characteristic conoid. These nonlinear integral
equations, having in the first member a functionX , do not contain other unknown functions besides
the functions X .

X =

∫ x4

x4
0

E(X)dx4 +X0. (1)
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Functional space Υ
We shall solve the equations (1) by considering a functional space Υ, the m coordinates of a

point of Υ (m is the number of functions X) being some functions X1 continuous and bounded of
the seven arguments xα

0 , x
4, λ2, λ3 in the domain Λ defined by

∣

∣xi
0 − xi

∣

∣ ≤ d,
∣

∣x4
0

∣

∣ ≤ Υ(xi
0),

0 ≤ x4 ≤ x4
0, 0 ≤ λ2 ≤ π, 0 ≤ λ3 ≤ 2π,

with Υ(xi
0) ≤ ε (υ occurring in the assumptions (B)).

The functions X1 take for x4 = x4
0 the assigned values X0. We denote by M0 the point of Υ

having coordinates X0 (values of the functions X0 for xi
0 = xi, x4

0 = 06) and we assume that the
functions X1 satisfy the inequalities

|X1 −X0| ≤ d and |X1 −X0) ≤M
∣

∣x4
0 − x4

∣

∣ , (10.1)

where M is a given number that we will specify later on.

11 Distance of two points of Υ

We shall define in the space Υ the distance of two points M1,M′
1 by the maximum in the domain

Λ of the sum of absolute values of the differences of their coordinates:

d(M1,M′
1) = MaxΛ

∑

|X ′
1 −X1|.

The norm introduced in such a way endows the space Υ of the topology of uniform convergence,
and one checks easily that the space Υ is a normed, complete and compact space.

12 Representation of the space Υ into itself

To the point M1 of Υ having coordinates X1 we associate a point M2 whose coordinates X2 are
defined by

X2 =

∫ x4

x4
0

E1 dx
4 +X0. (12.1)

E1 denotes the quantity E occurring in the equations (1), where the functions X are replaced
by the corresponding coordinates X1 of M1.

Let us show that this representation (12.1) is a representation of the space Υ into itself, i.e. the
X2 are continuous and bounded functions of their seven arguments, take for x4 = x4

0 the values
X0 and satisfy the same inequalities (10.1) fulfilled by the X1, if ε(xi

0), which defines the domain
of variation of the argument x4

0 of X1 is suitably chosen.

The E1 are indeed expressed rationally (cf. Sec. 6) by means of the
(1)

W s1

(1)

A
λµ
1 , of their partial

derivatives up to the fourth order (xi is replaced in all its functions by the corresponding X1

function),

X1,
(1)
a αβ

0 ,
(1)
a 0

αβ

: all these functions are, by virtue of the assumptions (B) and of the assumptions made upon the
X1, functions continuous and bounded of the seven arguments xα

0 , x
4, λ2, λ3. On the other hand,

the denominator of the functions E1 is

(1)

T
∗4
1 =

(

(1)

A
∗44 +

(1)

A
∗i4pi

)

1

6With the exception of the functions xi, for which X0 = xi
0, the functions X0 are constants or functions of λ2, λ3

only.
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and takes the value 1 for x4 = x4
0, X1 = X0. It follows immediately from the assumptions (B) and

(B′) and from the inequalities verified by the X1 that
(1)

T ∗4 satisfies some Lipschitz conditions

∣

∣

∣

∣

(1)

T
∗4
1 − 1

∣

∣

∣

∣

≤ T ′
{

∑

|X1 −X0| + |x4 − x4
0|
}

≤ T ′(m M + 1)
∣

∣x4
0 − x4

∣

∣ ,

where T ′ depends only on the bounds (B) and (B′).
We shall therefore be in a position to choose ε(xi

0) sufficiently small so that the denominator
considered differs from zero in Λ. For example, for

ε(xi
0) ≤

1

2T ′(m M + 1)
(12.2)

we shall have in the domain Λ
∣

∣

∣

∣

(1)

T
∗4

∣

∣

∣

∣

≥ 1

2
. (12.3)

The quantities E1 are then continuous functions of the seven arguments xα
0 , x

4, λ2, λ3 in the
domain Λ, and are bounded by a number M which depends only on the (B) bounds

E1 ≤M.

The functions X2 are therefore functions continuous and bounded of their seven arguments,
They fulfill the inequalities

|X2 −X0| ≤M
∣

∣x4
0 − x4

∣

∣ . (12.4)

It will be therefore enough to take ε(xi
0) in such a way that

ε(xi
0) ≤

d− |xi
0 − xi

0|
M

,

in order to obtain
∣

∣X2 −X0

∣

∣ ≤ d.

(Let us remark that the number M of the inequality (10.1) has been chosen in such a way that the
functions X2 verify the same inequality as the functions X1, cf. (12.4)).

The point M2 will be therefore a point of Υ if ε(xi
0) verifies the inequalities (12.2) and (12.5).

13 The representation reduces the distances

Let us show that the distance of two representative points M2,M′
2 is less than the distance of the

initial points M1,M′
1 if ε(xi

0) is suitably chosen.
We deduce immediately from the equations (12.1) the inequality

|X ′
2 −X2| ≤

∣

∣x4
0 − x4

∣

∣ · Max|E′
1 − E1|. (13.1)

The E1 being rational fractions with nonvanishing denominators of bounded functions verifying
Lipschitz conditions with respect to the X1 (the X1 verifying the assumptions (10.1) we can indeed
exploit the assumptions B′). We have on the other hand

|E′
1 − E1| ≤M ′ ·

∑

|X ′
1 −X1|,

where M ′ is a number which depends only on the bounds B and B′. From which

d(M2,M′
2) ≤ mM ′ · MaxΛε(x

i
0) · d(M1,M′

1).
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In order for the representation (12.1) of the space Υ into itself to reduce the distances it will be
therefore enough that ε(xi

0) satisfies

ε(xi
0) <

1

mM ′
. (13.2)

We shall therefore choose ε(xi
0) as satisfying the inequalities (12.2), (12.5) and (13.2). The rep-

resentation (12.1) of the space Υ normed, complete and compact into itself, reducing the distances,
will then admit a unique fixed point belonging to this space.

Conclusion. In the domain

∣

∣xi
0 − xi

∣

∣ ≤ d, |x4
0| < ε(xi

0), 0 ≤ x4 ≤ x4
0, 0 ≤ λ2 ≤ π, 0 ≤ λ3 ≤ 2π (13.3)

the system of integral equations (1) admits a unique solution, continuous and bounded, verifying
the inequalities

|X −X0| ≤ d. (13.4)

We remark in particular that the three functions X corresponding to the xi define, with the

variable x4, a point belonging to the domain D.

14 Properties of the functions X. Functions X̃

The functions X verify the equations

X = X0 +

∫ x4

x4
0

E dx4.

The quantities E, not involving7, besides the X , any functions but the
(1)

Aλµ and their partial
derivatives (given functions of the xα), possessing the same properties discussed in chapter I. Proofs
identical to those performed in chapter I8 (Sec. 15) show therefore that:

(1o) The functions X−X0

x4
0−x4 are continuous and bounded in Λ. The functions X̃, quotients by

x4
0 − x4 of the X which vanish for x4

0 = x4, are continuous and bounded in Λ:

|X −X0| < M |x4
0 − x4|, |X̃ | ≤M.

(2o) The functions

X̃ − X̃0

x4
0 − x4

=

∫ x4

x4
0
(E − E0)dx

4

x4
0 − x4

(where X̃0, E0 denote the values for x4 = x4
0 of X̃, E) are continuous and bounded in Λ. The

bound on these functions is deduced from the Lipschitz conditions, verified by E (rational fraction
bounded from bounded functions verifying some Lipschitz conditions) with respect to the X and
x4:

|E − E0| ≤M ′′
{

∑

|X −X0| + |x4 − x4
0|
}

.

M ′′ depends only on the bounds B and B′. We have therefore

∣

∣

∣X̃ − X̃0

∣

∣

∣ ≤ M

2
(M m+ 1)|x4 − x4

0|. (14.1)

7The proofs have been performed in chapter I by using the variable λ1; it is clear that one can repeat it with

the variable x4, the denominator
(1)

T ∗4 here introduced being a (nonvanishing) polynomial of the same functions on
which E depends.

8Since the X found satisfy |X − X0| ≤ d we can evaluate
(1)

A λµ(xα) by replacing xi with the corresponding X

function.
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(3o) The functions X verify Lipschitz conditions with respect to the xi
0.

It is sufficient, in order to prove it, to impose on the space Υ the following supplementary
assumption:

The functions X1 verify a Lipschitz condition with respect to the xi
0

∣

∣

∣X1

(

x′
i
0, x

4
0, ...

)

−X1

(

xi
0, x

4
0, ...)

∣

∣

∣ ≤ d′
∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ , (14.2)

where d′ is a given number.
We have

X2

(

x′
i
0, ...

)

−X2

(

xi
0, ...

)

=

∫ x4

x4
0

(

E1

(

x′
i
0, ...

)

− E1(x
i
0, ...)

)

dx4.

E1(x
′i
0) and E1(x

i
0) are evaluated with the help of the functions X1(x

′i
0, ...) (in particular

xi
1(x

′i
0, ...)) and X1(x

i
0, ...), respectively. Since the quantity E1 verifies a Lipschitz condition with

respect to the X1, one deduces from (14.2):

∣

∣

∣X2(x
′i
0, ...) −X2(x

i
0, ...)

∣

∣

∣ ≤ |x4
0 − x4|M ′d′

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ ,

from which, for ε(xi
0) ≤ 1

M ′
, one has

∣

∣

∣
X2(x

′i
0, ...) −X2(x

i
0, ...)

∣

∣

∣
≤ d′

∑

∣

∣

∣
x′

i
0 − xi

0

∣

∣

∣
.

The point M2, representative of M1 by virtue of (12.1), is still, with the supplementary
assumption made, a point of Υ, and the fixed point has coordinates verifying

∣

∣

∣X(x′
i
0, ...) −X(xi

0, ...)
∣

∣

∣ ≤ d′
∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣

and
∣

∣

∣X(x′
i
0, ...) −X(xi

0, ...)
∣

∣

∣ ≤ |x4
0 − x4|M ′d′

∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣

from which in particular

∣

∣

∣X̃(x′
i
0, ...) − X̃(xi

0, ...)
∣

∣

∣ ≤M ′d′
∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ .

15 Solution of equations (2), (3) and (4)

We now consider the system of integral equations with three groups of unknown functions Ω,W
and U , obtained by replacing in the equations (2), (3) and (4) the functions X with the solutions
found of equations (1):

Ω =

∫ x4

x4
0

F dx4 + Ω0, (2)

W =

∫ x4

0

G dx4 +W0, (3)

U =

∫ 0

x4
0

∫ π

0

∫ 2π

0

H dx4 dλ2 dλ3 +

∫ π

0

∫ 2π

0

I dλ2 dλ3. (4)
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16 Functional space F
We shall solve these equations by considering a functional space F , the coordinates of a point of
F being defined in the following way:

(1o) m1 of these coordinates (m1 is the number of functions Ω) are functions Ω1 continuous
and bounded of the seven arguments xα

0 , x
4, λ2, λ3 in the domain Λ:

∣

∣xi
0 − xi

∣

∣ ≤ d,
∣

∣x4
0

∣

∣ ε(xi
0), 0 ≤ x4 ≤ x4

0, 0 ≤ λ2 ≤ π, 0 ≤ λ3 ≤ 2π.

These functions take for x4 = x4
0 the given values Ω0 and satisfy the inequalities

|Ω1 − Ω0| ≤ h, (16.1)

where h is a given number.
We shall suppose in addition

|Ω1 − Ω0| ≤ N
∣

∣x4 − x4
0

∣

∣ ,

where N is a number that we are going to specify later on. The functions Ω̃1, quotients by x4 −x4
0

of the functions Ω1 that vanish identically for x4 = x4
0, are then bounded in the domain Λ:

|Ω1| ≤ N. (16.2)

The functions Ω1 will be assumed continuous in Λ.
(2o) m2 of these coordinates (m2 is the number of functions W and U) are functions W1, U1

continuous and bounded of the four variables xα in the domain (D):
∣

∣xi − xi
∣

∣ ≤ d, |x4| ≤ ε(xi
0).

These functions take for x4 = 0 the values W0 and U0 defined by the Cauchy data and satisfy
the inequalities

|W1 −W0| ≤ l, |U1 − U0| ≤ l. (16.3)

(l is the same number occurring in the assumptions B). The functions

Ω0,W0, U0

define a point M0 ∈ F .

17 Distance of two points of F
We define in the space F the distance of two points M1 and M′

1 by the sum of the upper bounds,
in the respective variation domains of their arguments, of the absolute values of differences of their
coordinates:

d(M1,M′
1) = Max

{

∑

|Ω′
1 − Ω1| +

∑

|W ′
1 −W1| +

∑

|U ′
1 − U1|

}

.

The space F is then, like the space Υ, a normed space, complete (topology of uniform conver-
gence) and compact.

18 Representation of the space F
To the point M1 of the space F we associate a point M2 whose coordinates Ω2,W2, U2 are defined
by

Ω2 =

∫ x4

x4
0

F1 dx
4 + Ω0,

44



W2 =

∫ x4

0

G1 dx
4 +W0, (18.1)

4πU2 =

∫ 0

x4
0

∫ 2π

0

∫ π

0

H1 dx
4 +

∫ 2π

0

∫ π

0

I1 dλ2 dλ3.

F1, G1, H1, I1 denote the quantities F,G,H, I, occurring in the equations (2), (3) and (4), evaluated
with the help of the functionsX , solutions of equations (1), and by replacing the unknown functions
Ω,W,U with the coordinates Ω1,W1, U1 of the point M1.

Let us prove that the representation (18.1) is a representation of the space F into itself if ε(xi
0)

is suitably chosen.

(1o) F1 is expressed rationally (cf. Sec. 6) by means, on the one hand, of the
(1)

Aλµ, fs,
(1)

W s, of

their partial derivatives up to the third order and of the
(1)
a αβ

0 and
(1)
a 0

αβ (given functions of the
X), on the other hand of the Ω1. All these functions are continuous and bounded functions of the

seven arguments xα
0 ;x4, λ2, λ3. The denominator

(1)

T ∗4 of these fractions F1 being nonvanishing

(
(1)

T ∗4 ≥ 1
2 by virtue of (12.3)), the F1 are continuous and bounded functions of the xα

0 , x4, λ2, λ3:

|F1| ≤ N,

N depending only on the bounds B and on h.
The Ω2 and Ω̃2 are therefore continuous and bounded functions of their arguments, and verify

|Ω2 − Ω0| ≤ N |x4
0 − x4|, Ω̃2 ≤ N. (18.2)

If ε(xi
0) satisfies ε(xi

0) ≤ h
N

we shall have

|Ω2 − Ω0| ≤ h.

Ω2 satisfies then the same conditions as Ω1, the number N (upper bound of the F1 in Λ),
occurring in the inequality (16.2), having been chosen so that this is true as well.

(2o) G1 being an U1 or a W1, the W2 are continuous and bounded in D by a number P
depending only on the bounds (B)

|W2 −W0| ≤ |x4P |,

from which, for ε(xi
0) ≤ l

p
,

|W2 −W0| ≤ l.

(3o) Let us show that the functions H1 are bounded by a number which only depends on the
bounds (B), (B′) and on h.

(a) Let us consider the quantity
(1)

D∗ occurring in the denominator:
(1)

D∗ is a polynomial of the

functions
(1)

A ∗λµ, X, X̃ and p0
i which takes the value −1 for x4 = x4

0 and X = X0. By virtue of
the inequalities (14.2) and (13.3), verified by the functions xi and the variable x4 in the domain

Λ,
(1)

Aλµ verifies Lipschitz conditions with respect to the xα in Λ. One obtains therefore some
inequalities verified by the functions X and X̃ and some assumptions (B) stating that

∣

∣

∣

∣

(1)

D
∗ + 1

∣

∣

∣

∣

≤ D′
{

∑

|X −X0| + |x4 − x4
0|
}

≤ D′(m M + 1)ε(xi
0),

where D′ is a number which depends only on the bounds (B) and (B′). We shall be therefore able

to choose ε(xi
0) sufficiently small so that

(1)

D∗ does not vanish. We see for example that

ε(xi
0) ≤

1

2D′(m M + 1)
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leads to
∣

∣

∣

∣

(1)

D
∗

∣

∣

∣

∣

≥ 1

2
in Λ. (18.3)

(b) Let us consider the rational fraction H1a (cf. Sec. 6) with denominator

(

(1)

D
∗

)3

(x4
0 − x4)

(1)

T
∗4.

Its numerator is the product by
(

[UR]1ω
R
s1

)

of a polynomial p of the functions
(1)

Aλµ,
(1)

W s, of their

first and second partial derivatives and of the functions X, X̃ and p0
i : quantities that are all known,

possessing the same properties as in chapter I (Sec. 15). The quotient by x4
0−x4 of the polynomial

p (which vanishes for x4 = x4
0) is therefore a function continuous and bounded in Λ. The bound

of this function is deduced from the Lipschitz conditions verified by p (polynomial of bounded
functions verifying some Lipschitz conditions with respect to the X and x4):

p ≤ P ′
{

∑

|X −X0| + |x4 − x4
0|
}

.

P ′ is a number which depends only on the bounds B and B′.
We have therefore

p

x4
0 − x4

≤ P ′(m M + 1).

The H1a can be therefore put in the form of fractions with numerator

[UR]1ω
R
s1

p

x4
0 − x4

,

continuous and bounded in Λ, with denominator
(1)

D∗
(1)

T ∗4 continuous and bounded in Λ. The H1a

are therefore continuous and bounded in Λ, their bound depending only on the bounds B,B′ and
h.

(c) The H1b (cf. Sec. 6), rational fractions with nonvanishing denominator of the functions
continuous and bounded in Λ, are continuous and bounded in Λ. We see eventually that the H1

are continuous and bounded in Λ:
|H1| ≤ Q,

where Q depends on nothing else but B,B′ and h.
(3o) Let us consider I1. Let us recall that

I =

{

Ei ∗
S

D∗pi

T ∗4
(x4

0 − x4)2 sinλ2

}

x4=0

. (18.4)

The E∗ i
S being given by the equality of chapter I involve the partial derivatives of the σR

S

with respect to the xi of first order only, and linearly; the results of chapter I show then that the

Ei ∗
S1

(x4
0 −x4)2 are continuous and bounded in Λ because X, X̃,

(1)

D,
(1)

D∗ and their partial derivatives

possess the same properties as in chapter I, and that the Ω1 and Ω̃1 are continuous and bounded.
We remark in addition that the products of all terms of the (Ei ∗

S )1 by x4
0 − x4 are bounded (cf.

chapter I and the previous inequalities) by a number R1 depending on nothing else but the bounds
B,B′ and h, with the exception of the term

−[UR]1 ω
R
S1

[(1)

A
ij
]∂

(1)
σ

∂xj
. (18.5)
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We have therefore

I1 ≤ R1|x4
0| + ΦR

(

ωR
S1

)

x4=0







(1)

A
ij ∂

(1)
σ

∂xj
pi

(1)

D∗

(1)

T ∗4

(x4
0 − x4)2







x4=0

sinλ2. (18.6)

The quantity enclosed in brackets, J , is a known quantity, which verifies a Lipschitz condition
with respect to the functions X, X̃ and the variable x4 and which takes the value 1 for x4 = x4

0.
We have therefore in Λ:

|J − 1| ≤ R2|x4 − x4
0| and |(J)x4=0 − 1| ≤ R2|x4

0|, (18.7)

where R2 is a number that only depends on the bounds B,B′ and h. We deduce on the other hand
from the inequality (16.1), verified by the functions Ω,

∣

∣

∣

(

ωR
S1

)

x4=0
− δR

S

∣

∣

∣
≤ N |x4

0|. (18.8)

We deduce from the inequalities (18.6), (18.7), (18.8)

|I1 − ΦS sinλ2| ≤ R3|x4
0|,

where R3 is a number which depends on nothing else but B,B′ and h.
The previous inequality is verified at every point xi(xi

0, 0, λ2, λ3) of the domain d. We have
assumed on the other hand (assumptions B′) that the ΦS were verifying some Lipschitz conditions
with respect to the xi:

∣

∣ΦS(xi) − ΦS(xi
0)
∣

∣ ≤ l′0|xi − xi
0|.

The xi verify (cf. (13.4)) |xi − xi
0| ≤ M1|x4

0 − x4| and, having taken here for value x4 = 0, we
have

∣

∣ΦS(xi) − ΦS(xi
0)
∣

∣ ≤ l′0M |x4
0|. (18.9)

We see eventually that there exists a number R, depending on nothing else but the bounds
(B), (B′) and h, such that

∣

∣I1 − ΦS(xi
0) sinλ2

∣

∣ ≤ R|x4
0|.

The functions

U2 =
1

4π

∫ 0

x4
0

∫ 2π

0

∫ π

0

H1 dx
4 dλ2 dλ3 +

1

4π

∫ 2π

0

∫ π

0

I1 dλ2 dλ3

are hence continuous and bounded functions of the xα
0 and verify, ΦS(xi

0) having been denoted by
U0, the inequality

|U2 − U0| ≤ |x4
0|
π

2
(Q+R),

from which, for

ε(xi
0) ≤

2l

π(Q+ R)
(18.10)

we shall have
|U2 − U0| ≤ l.

The functions Ω2,W2, U2 possess then the same properties as Ω1,W1, U1. The point M2 is
hence a point of F if (xi

0) verifies, besides the inequalities that were imposed upon it in the
solution of equations (1), the inequalities (18.10), (18.2), (18.9).
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19 Distance of two representative points

Let us evaluate the distance of the points M2,M′
2 representative of M1,M′

1. We shall deduce
from the equations (16.3), defining the representation, that in the domain Ω we have

Ω′
2 − Ω2 ≤ |x4

0 − x4|MaxΛ|F ′
1 − F1|. (1o)

It turns out from the expression F1, from the assumptions (B) and the assumptions made on Ω1

and W1 that F1 verifies a Lipschitz condition with respect to the functions Ω1 and W1 whose N ′

coefficient depends on nothing else but the bounds (B) and h. From which the inequality

|Ω′
2 − Ω2| ≤ N ′|x4

0 − x4|Max
{

∑

|Ω′
1 − Ω1| +

∑

|W ′
1 −W1|

}

. (19.1)

|W ′
2 −W2| ≤ |x4|MaxD|G′

1 −G1|. (2o)

G1 being a function W1 or a function U1, we have

|W ′
2 −W2| ≤ |x4|MaxD

{

∑

|W ′
1 −W1| +

∑

|U ′
1 − U1|

}

.

|U ′
2 − U2| ≤

π

2
|x4

0|MaxD|H ′
1 −H1| +

π

2
Maxd(I

′
1 − I1). (3o)

(a) It turns out from the expression of H1 (in particular from the fact that the polynomial
p, occurring in the numerator of the function Ha, in independent of the point M1 in F that
we consider), from the assumptions (B) and from the inequalities of Sec. 18 that H1 verifies a
Lipschitz condition with respect to the functions Ω1, Ω̃1,W1, U1 whose R′

1 coefficient depends only
on the bounds (B), (B′) and h:

|H ′
1 −H1| ≤ R′

1

{

∑

|Ω′
1 − Ω| +

∑

|Ω̃′
1 − Ω̃1|

+
∑

|W ′
1 −W1| +

∑

|U ′
1 − U1|

}

.

(b) Let us consider the quantity I1, given by the equality (18.1), where the only unknown

functions are the functions (Ω1)x4=0. The expression of the Ei
S (in particular the one of

∂ωR
S

∂xi ), the
results of chapter I and those obtained from the solution of equations (1), the assumptions (B)
and those made upon Ω1 show that the product

{

Ei
S1

(x4
0 − x4)2

}

x4=0

verifies a Lipschitz condition with respect to the functions (Ω1)x4=0 whose R′
2 coefficient depends

only on the bounds (B), (B′) and h:

|I ′1 − I1| ≤ R′
2

∑

|Ω′
1 − Ω1|x4=0.

We have therefore

|U ′
2 − U2| ≤ R′

2|x4
0|MaxD

{

∑

|Ω′
1 − Ω1| +

∑

∣

∣

∣Ω̃′
1 − Ω1

∣

∣

∣

+
∑

|W ′
1 −W1| +

∑

|U ′
1 − U1|

}

+
π

2
R′

2Maxd

∑

|Ω′
1 − Ω1|x4=0. (19.2)

Let us then consider the point M3 representative of the point M2 (i.e. obtained starting from
M2 with the help of equalities analogous to (18.1)). The transformation mapping M1 into M3
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is a representation of the space F into itself. Let us compute the distance of two representative
points.

We shall deduce from the inequality (19.1)
∣

∣

∣Ω̃′
2 − Ω̃2

∣

∣

∣ ≤ N ′MaxΛ

{

∑

|Ω′
1 − Ω1| +

∑

|W ′
1 −W1|

}

. (19.3)

The inequalities (19.1), (19.2) and (19.3), written one after the other for the representations
M1 → M2 and M2 → M3, show then without any difficulty that there exists a number α,
nonvanishing, depending on nothing else but the bounds (B), (B′) and h such that, for

ε(xi
0) < α

one has
d(M3,M′

3) < kd(M1,M′
1),

where k is a given number less than 1.
The representation of the space F into itself which leads from M1 to M3 admits then a unique

fix point, and the same holds for the representation (18.1) originally given.

20 Conclusion

There exists a number ε(xi
0) depending only on the bounds (B), (B′) and h (and nonvanishing)

such that, in the respective domains:
∣

∣xi
0 − xi

∣

∣ ≤ d, |x4
0| ≤ ε(xi

0), 0 ≤ x4 ≤ x4
0, 0 ≤ λ2 ≤ π, 0 ≤ λ3 ≤ 2π (1)

∣

∣xi − xi
∣

∣ ≤ d, |x4| ≤ ε(xi
0). (2)

The equations (2), (3) and (4) have a unique solution, continuous and bounded Ω(xα
0 , x

4, λ2, λ3)
and W (xα), U(xα) verifying the inequalities

|Ω − Ω0| ≤ h, |W −W0| ≤ l, |U − U0| ≤ l.

We shall prove in addition that the functions W and U obtained satisfy, as
(1)

W and
(1)

U , some
Lipschitz conditions with respect to the variables xi.

21 The functions W (xα) and U(xα) fulfill Lipschitz conditions
with respect to the variables xi

In order to prove that the functions W and U , solutions that we have found of equations (2), (3)
and (4) satisfy Lipschitz conditions with respect to the xi it is enough to make on the functional
space F previously considered the following supplementary assumptions:

Assumptions
(1o) The functions Ω1 and Ω̃1 satisfy Lipschitz conditions with respect to the three arguments

xi
0

∣

∣

∣Ω1(x
i
0, x

4
0, x

4, λ2, λ3) − Ω1(x
′i
0, x

4
0, x

4, λ2, λ3)
∣

∣

∣ ≤ h′
∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ (21.1)

with h′ ≤
∣

∣x4
0 − x4

∣

∣N ′; in particular

∣

∣

∣Ω̃1(x
i
0, ...) − Ω̃1(x

′i
0, ...)

∣

∣

∣ ≤ N ′
∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ , (21.2)

where h′ is an arbitrary given number, N ′ a number that we will specify later on, function of the
previous bounds.

49



(2o) The functions W1 and U1 satisfy Lipschitz conditions with respect to the xi:
∣

∣

∣
W1(x

′i, x4) −W1(x
i, x4)

∣

∣

∣
≤ l
∑

∣

∣

∣
x′

i − xi
∣

∣

∣
,

∣

∣

∣U1(x
′i, x4) − U1(x

i, x4)
∣

∣

∣ ≤ l
∑

∣

∣

∣x′
i − xi

∣

∣

∣ . (21.3)

22 Representation of F into itself

F , endowed with the previous norm, is still a normed, complete and compact space. Let us show
that the representative points M2 of the points M1 ∈ F are still points of F if ε(xi

0) is suitably
chosen.

(1o)

Ω2

(

x′
i
0, ...

)

− Ω2

(

xi
0, ...

)

=

∫ x4

x4
0

(

F1

(

x′
i
0, ...

)

− F1

(

xi
0, ...

))

dx4. (22.1)

The quantities F1

(

x′
i
0, ...

)

and F1

(

xi
0, ...

)

are evaluated with the help of the functionsX(x′
i
0, ...)

(in particular xi(x′
i
0, ...),Ω1(x

′i
0, ...)

and xi(xi
0, ...),Ω1(x

i
0, ...)),

respectively.
It turns out from the expression of F1, the assumptions made (in particular from (14.2) and

(18.2)) that
∣

∣

∣F1(x
′i
0, ...) − F1(x

i
0, ...)

∣

∣

∣ ≤ N ′
∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ ,
∣

∣

∣Ω2(x
′i
0, ...) − Ω2(x

i
0, ...)

∣

∣

∣ ≤
∣

∣x4
0 − x4

∣

∣N ′
∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ , (22.2)

if ε(xi
0) satisfies

ε(xi
0) ≤

h′

N ′
.

We shall have therefore
∣

∣

∣Ω2(x
′i
0, ...) − Ω2(x

i
0, ...)

∣

∣

∣ ≤ h′
∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ . (22.3)

If N ′ denotes the number, that depends only on the bounds (B), (B′) and h, occurring in the
inequality (21.2), we shall have equally well

∣

∣

∣Ω̃2(x
′i
0, ...) − Ω̃2(x

i
0, ...)

∣

∣

∣ ≤ N ′
∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ .

(2o)

∣

∣

∣W2(x
′i, x4) −W2(x

i, x4)
∣

∣

∣ =

∫ x4

0

(

G1(x
′i, t) −G1(x

i, t)
)

dt

+ W0(x
′i) −W0(x

i). (22.4)

G1 being a function W1 or a function U1, the inequality (21.3) shows, under the assumptions
B′ on the Cauchy data, that one has

∣

∣

∣W2(x
′i, x4) −W2(x

i, x4)
∣

∣

∣ ≤ |x4|l
∑

∣

∣

∣x′
i − xi

∣

∣

∣+ l0
∑

∣

∣

∣x′
i − xi

∣

∣

∣ .

One then sees that

ε(xi
0) ≤

l − l0
l
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implies
∣

∣

∣W2(x
′i, x4) −W2(x

i, x4)
∣

∣

∣ ≤ l
∑

∣

∣

∣x′
i − xi

∣

∣

∣ .

U2(x
′i
0, x

4
0) − U2(x

i
0, x

4
0) =

∫ 0

x4
0

∫ π

0

∫ 2π

0

[

H1(x
′i
0, ...) −H1(x

i
0, ...)

]

dx4 dλ2 dλ3

+

∫ 2π

0

∫ π

0

[

I1(x
′i
0, ...) − I1(x

i
0, ...)

]

dλ2 dλ3. (3o))

The quantities H1(x
′i
0), I1(x

′i
0) and H1(x

i
0), I1(x

i
0) are evaluated with the help of the functions

X(x′
i
0, ...) (in particular xi(xi

0, ...)), Ω1(x
′i
0, ...) and

X(xi
0, ...),Ω1(x

i
0, ...),

respectively.
Quantity H1

(a) Let us consider the polynomial p occurring in the denominator of H1a. p is a polynomial of

the functions

[

(1)

Aλµ

]

,
(1)

W s(x
α), of their first and second partial derivatives, of the functions X, X̃

and p0
i .

The Taylor series expansion of this polynomial, starting from the values

[

(1)

A
λµ

]

0

= δµ
λ ,





∂
(1)

Aλµ

∂xα



 =





∂
(1)

Aλµ

∂xα





0

, ...,

(1)

W s(x
α) =

(1)

W s(x
α
0 ),

(1)

W sα(xα) =
(1)

W sα(xα
0 ), ..., X = X0, X̃ = X̃0

(values of the corresponding functions for the value x4
0 of the parameter x4) for which the polyno-

mial p vanishes, shows that p is a polynomial of the functions already listed, and of the functions
[

(1)

Aλµ

]

− δµ
λ , ...,

(1)

W s(x
α)−

(1)

W s(x
α
0 ), ..., X̃ − X̃0, X −X0 whose terms are at least of first degree with

respect to the set of these last functions.
The quantity p

x4
0−x4 is therefore a polynomial of the functions

(1)

A
λµ, ...,

(1)

W s(x
α), ..., X, X̃, p0

i

and of the functions
[

(1)

A ∗λµ

]

− δµ
λ

x4
0 − x4

,

(1)

W s(x
α) −

(1)

W s(x
α
0 )

x4
0 − x4

, ...,
X −X0

x4
0 − x4

,
X̃ − X̃0

x4
0 − x4

.

Since the coefficients
(1)

A ∗λµ and the functions
(1)

W s admit bounded derivatives with respect to
the xα up ro the fourth order, whereas the functions considered involve only derivatives of the first
two orders, it turns out from the assumptions (B) and the inequalities (13.4) and (14.1), verified
by X and X̃ , that all listed functions are bounded in Λ by a number which only depends on the
bounds (B) and (B′).

The polynomial p

x4
0−x4 verifies therefore a Lipschitz condition with respect to each of these

functions, whose coefficient depends only on the bounds (B) and (B′). Let us prove that these
functions themselves verify Lipschitz conditions with respect to the xi

0. It will be enough for us,
by virtue of the assumptions (B) and the inequalities of Sec. 13 to prove this result for:
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(1) the functions

»

(1)

A
λµ

–

−δ
µ

λ

x4
0−x4 and

(1)

W s(xα)−
(1)

W s(xα
0 )

x4
0−x4 and the analogous functions written with first

and second partial derivatives of the
(1)

A ∗λµ and
(1)

W s with respect to the xα;
(2) the functions X−X0

x4
0−x4 .

(1) Let us set

F (xi
0, x

4
0, x

4, λ2, λ3) =

(1)

A ∗λµ − δµ
λ

x4
0 − x4

,

where
(1)

A
∗λµ − δµ

λ = A∗λµ
( (1)

W s(x
i, x4),

(1)

W s(x
i
0, x

4
0), x

i, x4, xi
0, x

4
0

)

−A∗λµ
( (1)

W s(x
i
0, x

4
0),

(1)

W s(x
i
0, x

4
0), x

i
0, x

4
0, x

i
0, x

4
0

)

with xi = xi(xi
0, x

4
0, x

4, λ2, λ3).

Let us consider the quantity F (x′
i
0, ...) − F (xi

0, ...). The function occurring in the numerator

vanishes for x4 = x4
0 (because the two functions F (x′

i
0, ...) and F (xi

0, ...) vanish) and it admits a
derivative with respect to x4 continuous and bounded in the domain Λ (because the same holds for

the functions F (xi
0, ...) and

(1)

A ∗λµ,
(1)

W s and xi). We have therefore (formula of finite increments)

F (x′
i
0, ...) − F (xi

0, ...)

=

{

∂

∂x4

[(

(1)

A
∗λµ(x′

i
0, ...) − δµ

λ

)

−
(

(1)

A
∗λµ(xi

0, ...) − δµ
λ

)]}

x4=x4
0−θ(x4−x4

0)

,

where θ is a number in between 0 and 1.

Since the derivative of the function
(1)

A ∗λµ(x′i0, ...) with respect to the parameter x4 verifies a
Lipschitz condition with respect to the xi

0 (assumptions B and B′, results of Sec. 14), whose
coefficient depends only on the bounds (B) and (B′), we see eventually that

F (x′
i
0, ...) − F (xi

0, ...) ≤ L1

∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣

where L1 depends only on the bounds (B) and (B′). Q.E.D.

The same proof holds for the function
(1)

W s(xα)−
(1)

W s(xα
0 )

x4
0−x4 and for the functions built with the

partial derivatives of the
(1)

A ∗λµ or
(1)

W s up to the third order included.
(2) We have (cf. Sec. 14)

X̃ − X̃0 =

∫ x4

x4
0
(E − E0)dx

4

x4
0 − x4

,

from which

(X̃ − X̃0)x′i
0
− (X̃ − X̃0)xi

0
=

∫ x4

x4
0

[

(E − E0)x′i
0
− (E − E0)xi

0

]

dx4

x4
0 − x4

.

E being a rational fraction with denominator
(1)

T ∗4 of the coefficients
(1)

A ∗λµ and of their partial
derivatives up to the third order (the fourth-order partial derivatives only occur in the equations
(1) having in the first member zi

jhk, whereas X correspond only to the functions yj
i , y

j
ih, y

j
ihk) and

of the functions X , we can write E − E0 in the form of rational fraction with denominator
(1)

T ∗4

(because
(1)

T ∗4 = 1 for x4 = x4
0) of the previous functions and of the functions X −X0,

(1)

A ∗λµ − δµ
λ ,
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... whose denominator has all its terms of first degree at least with respect to the set of these
functions. We can then write

E − E0 = (x4
0 − x4)F,

where F is a rational fraction with denominator
(1)

T ∗4 of the previous functions and of the functions

X −X0

x4
0 − x4

,

(1)

A ∗λµ − δµ
λ

x4
0 − x4

, ... .

Since all these functions verify Lipschitz conditions with respect to the xi
0, it is clear that

∣

∣

∣(E − E0)x′i
0
− (E − E0)xi

0

∣

∣

∣ ≤ L2

∣

∣x4
0 − x4

∣

∣

∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ ,

from which
∣

∣

∣(X −X0)x′i
0
− (X −X0)xi

0

∣

∣

∣ ≤ L1

2

∣

∣x4
0 − x4

∣

∣

and
∣

∣

∣

∣

∣

(

X −X0

x4
0 − x4

)

x′i
0

−
(

X −X0

x4
0 − x4

)

xi
0

∣

∣

∣

∣

∣

≤ L2

2
. Q.E.D.

We have thus proven that the quantity p

x4
0−x4 verifies a Lipschitz condition, with respect to the

xi
0, whose coefficient depends only on the bounds (B) and (B′).

(b) There remains no difficulty to prove that the quantity H1 (product of the square root of
a rational fraction with numerator 1 and nonvanishing denominator with a rational fraction with
nonvanishing denominator of the bounded functions verifying all Lipschitz conditions with respect
to the xi

0) verifies in Λ a Lipschitz condition with respect to the xi
0 whose coefficient Q′ depends

on nothing else but the bounds (B), (B′), h and h′

|H ′
1 −H1| ≤ Q′

∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ .

Quantity I1
One proves easily, by considering the expression of I1 and the previous inequalities, that all

terms of I1, with the exception of the term (18.4), verify Lipschitz conditions with respect to the
xi

0 whose coefficient is of the form R′
1|x4

0, where R′
1 is a number depending only on the bounds (B)

and (B′).
Let us consider the term (18.4). One finds (by a proof analogous to those used for H1) that

J(xi
0)−1

x4
0−x4 verifies a Lipschitz condition with respect to the variables xi

0, from which

∣

∣

∣J(x′
i
0) − J(xi

0)
∣

∣

∣

x4=0
≤ R′

2|x4
0|
∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ ,

from which, by using the inequality (21.1) and the inequalities of Sec. 18

∣

∣

∣
I0(x

′i
0) − I1(x

i
0)
∣

∣

∣
≤ |x4

0|R′′
0

∑

∣

∣

∣
x′

i
0 − xi

0

∣

∣

∣
+
∣

∣

∣
U0(x

′i
0) − U0(x

i
0)
∣

∣

∣

(

1 +R′′
2 |x4

0|
)

.

One then obtains Lipschitz conditions, verified by U0,

∣

∣

∣I1(x
′i
0) − I1(x

i
0)
∣

∣

∣ ≤
(

R′|x4
0| + l0

)

∑

∣

∣

∣x′
i
0 − xi

0

∣

∣

∣ ,

where R′ is a number depending only on the bounds B and B′.
We shall deduce eventually from the Lipschitz conditions, verified by H1 and I1,

∣

∣

∣
U2(x

′i
0, x

4
0) − U2(x

i
0, x

4
0)
∣

∣

∣
≤ π

2

[

(Q′ +R′)|x4
0| + l0

]

∑

∣

∣

∣
x′

i
0 − xi

0

∣

∣

∣
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hence that the inequality

ε(xi
0) ≤

l− l0
Q′ +R′

2

π

implies
∣

∣

∣U2(x
′i
0, x

4) − U2(x
i, x4)

∣

∣

∣ ≤ l
∑

|x′i − xi|.

Conclusion. The inequalities of Sec. 22 prove that, if ε(xi
0) satisfies the corresponding in-

equalities, the point M2 is again, under the additional assumptions made, a point of F . The
application of the fixed-point theorem shows that, in the domain D, the functions W and U satisfy
Lipschitz conditions with respect to the xi with coefficient l.

The functions W and U , solutions of the integral equations (J1), satisfy therefore, in D, the

same inequalities holding for the functions
(1)

W, ...
(1)

U .
II. Solution of the equations G1

We will now prove that the functions Ws, solutions of the equations I1, are solutions of the
equations G1, and that the functions Wsα, ...US , solutions of the equations I1, are the partial
derivatives (up to the fourth order) of the Ws, in a domain D depending only on the bounds B
and B′. We shall use for the proof the approximation of continuous functions by means of analytic
functions (method used in analogous problems by Hadamard and several other authors).

23 Analytic coefficients and analytic Cauchy data

Let us consider some equations G1 where the coefficients and Cauchy data are analytic (Aλµ, fs,

(1)

W s, ϕs

and ψs analytic functions of their various arguments). The Cauchy problem for the equations G1

admits an analytic solution in a neighbourhood V of the domain (d) of the surface x4 = 0 carrying
the initial data (Cauchy-Kowalevski theorem). If the coefficients and the Cauchy data satisfy the
assumptions of chapter II, there exists a neighbourhood V of (d) where this solution satisfies the
integral equations I1.

Let us consider on the other hand, independently of equations G1, the integral equations I1.
We shall prove in the next section that they admit, within a domain D depending only on the
bounds B and B′, a unique analytic solution which coincides therefore, in the part shared by the
domains V ′ and D∗, with the solution of equations G1. This principle of analytic continuation
shows then that this solution of equations I1 is solution of equations G1 in the whole of D.9

24 Analyticity of the solutions of I1

Let us prove for example the analyticity, in D, of the solution of equations (1)

X =

∫ x4

x4
0

E dx4 +X0,

when E is an analytic function of the quantitiesX,xα
0 , x

4, by extending its definition to the complex
domain:

E being an analytic function of the X,xα
0 , x

4, bounded by M in the domain

R(|X −X0| ≤ d, |xi
0 − xi| ≤ d, |x4| ≤ |x4

0| ≤ ε(xi
0))

9Being solution of equations G1 in a domain as close as one wants to D this solution of equations I1, which is
continuous in D, is solution of equations G1 in D.
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of variation of its real arguments, it is expandable in an absolutely convergent series in the neigh-
bourhood of every point of R. We can thus extend the definition of E to a domain of variation of
the complex arguments Z = X + iy, zα

0 = xα
0 + iyα

0 , z
4 = x4 + iy4 by expressing it in the form of

a convergent series, hence holomorphic in the m cylinders V , centred at a point whatsoever of V
and defined by

|Z ′ −X | ≤ aX ,
∣

∣z′
α
0 − xα

0

∣

∣ ≤ bxα
0
, |z4 − x4| ≤ Cx4 .

The partial derivatives ∂E
∂X1

being bounded by M ′ in R (cf. Lipschitz conditions verified by E) one
can choose the bounds aX , bxα

0
and Cx4 in such a way that, in v one has

∣

∣

∣

∣

∂E

∂Z1

∣

∣

∣

∣

≤M ′ + α′, α′ being an arbitrarily small number.

One can also choose the bounds bxα
0

and Cx4 so that, in v, β being an arbitrarily small number,
one has

|I E(X1, z
α
0 , z

4)| ≤ β, |R E(X1, z
α
0 , z

4)| ≤M + β.

One can build on the other hand a cover of the domain R by means of a finite number of projections
in R of the m previous cylinders, the corresponding m cylinders determine a domain R of the space
of complex arguments Z, z0, z

4, which fulfill the inequalities

|X −X0| ≤ d,
∣

∣xi
0 − xi

∣

∣ ≤ d, |x4| ≤ |x4
0| ≤ ε(xi

0),

|Y | ≤ a, |yα
0 | ≤ b, |y4| ≤ c,

a, b, c being nonvanishing numbers, and in which the complex function E is defined and analytic.
Let us write:

E(Z1, z
α
0 , z

4) = E(Z1, z
α
0 , z

4) − E(X1, z
α
0 , z

4) + E(X1, z
α
0 , z

4),

from which
|I E(Z1, z

α
0 , z

4)| ≤ m(M ′ + α′)a+ β

|R E(Z1, z
α
0 , z

4)| ≤ m(M ′ + α′)a+ β +M.

Let us consider now the equations (1), extended to the complex domain R,

Z =

∫ z4

z4
0

E(Z, zα
0 , z

4)dz4 + Z0. (1)

In order to solve it we consider, as in the real case, a functional space Υ defined by the functions
of complex variables Z1(z

α
0 , z

4), real for zα
0 and z4 real, analytic in the domain D defined by

∣

∣xi
0 − xi

∣

∣ ≤ d, |x4| ≤ |x4
0| ≤ ε(xi

0), |yα
0 | ≤ b, |y4| ≤ c,

and satisfying |X1 −X0| ≤ d, |y1| ≤ a.
(1o) The representation

Z2 =

∫ z4

z4
0

E(Z1, z
α
0 , z

4)dz4 + Z0

is a representation of the space into itself if ε(xi
0), b and c are suitably chosen. As a matter of fact:

(1) Z1 is an analytic function of zα
0 , z

4 because this holds for E, real for zα
0 and z4 real.

(2) From the equality

Z2 = −
∫ x4

0+iy4
0

x4
0

E dz4 +

∫ x4

x4
0

E dz4 +

∫ x4+iy4

x4

E dz4 + Z0

we deduce

|X2 −X0| ≤ (b+ c)[m(M ′ + α′)a+ β] +
∣

∣x4
0 − x4

∣

∣ [m(M ′ + α′)a+ β +M ]
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|Y2| ≤ (b + c)[m(M ′ + α′)a+ β +M ] +
∣

∣x4
0 − x4

∣

∣ [m(M ′ + α′)a+ β.]

We shall thus have

|X2 −X0| ≤ d if ε(xi
0) ≤

d− (b+ c)[m(M ′ + α′)a+ β]

M +m(M ′ + α′)a+ β

and

|Y2| ≤ a if b+ c ≤ a[1 −mM ′(x4
0 − x4)] − (mα′a+ β)(x4

0 − x4)

M +m(M ′ + α′)a+ β
.

Let us recall that the number

ε(xi
0) <

1

mM
. (1)

We have therefore
1 −mM ′(x4

0 − x4) > 0. (2)

We shall therefore choose ε(xi
0) as satisfying (1); the inequality (2) shows that one can find,

without supplementary assumptions upon ε(xi
0), the numbers b and c defining D (after having

chosen α′, a and β sufficiently small), so that M2 is a point of F . The domain D has for real part
a domain as close as one wants to D.

(2o) Let us prove that the representation reduces the distances. We have seen that, in R, one

has
∣

∣

∣

∂E
∂Z1

∣

∣

∣ ≤M ′ + α′, from which

∣

∣E(Z ′
1, z

α
0 , z

4) − E(Z1, z
α
0 , z

4)
∣

∣ ≤ |Z ′
1 − Z1|(M ′ + α′);

we shall thus have
d(M2,M′

2) ≤ m(M ′ + α′)
∣

∣z4
0 − z4

∣

∣ d(M1,M′
1),

from which

d(M2,M′
2) ≤ d(M1,M′

1) if
∣

∣z4
0 − z4

∣

∣ <
1

mM ′ + α′
,

which will be in particular obtained if

ε(xi
0) <

1

mM ′ + α′
− η and b+ c < η,

η being an arbitrarily small number,
The real part of the domain D so defined is again as close as one wants to D.
We shall conclude, as in the real case, that the representation (I) admits a unique fixed point:

the corresponding Z functions are solutions of equations (1), and analytic, in the domain D. The
functions X , values of these functions Z for real arguments x4

0, x
4 are analytic functions, solutions

in a domain as close as one wants to D of equations (1).
An analogous result is proved in the same way for equations (2), (3) and (4).

25 Coefficients and Cauchy data satisfying only the assump-

tions B and B′

If the coefficients Aλµ and fs, as well as the given functions
(1)

W s and the Cauchy data, satisfy only
the assumptions B and B′ we shall approach uniformly these quantities, and at the same time their
partial derivatives up to the fourth order, by means of analytic functions

Aλµ

(n), fs(n),
(1)

W s(n), ϕs(n), ψs(n)

verifying, themselves as well, the assumptions B and B′.
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We shall build in this way a family of functions Ws(n), ...US(n), solutions in D of equations I1(n)

and solutions in D of the Cauchy problem
(

ϕs(n), ψs(n)

)

, relatively to the equations G1(n):

Aλµ

(n)

∂2Ws(n)

∂xλ∂xµ
+ fs(n) = 0.

These functions Ws(n) possess partial derivatives up to the fourth order and satisfy the same

assumptions B and B′ as is the case for the functions
(1)

W s.

26 Convergence of solutions of the approximate equations

G1(n)

Let us prove that these functions
(

Ws(n)...US(n)

)

converge uniformly to some functions (Ws...US)

when the functions Aλµ

(n),
(1)

W s(n), ϕs(n), ψs(n) and their partial derivatives converge uniformly to the

given functions

Aλµ,
(1)

W s, ϕs, ψs.

Arguments analogous to those of the previous pages, and the fact that the functions W(n) and
U(n) verify a Lipschitz condition with respect to the x variables (that one has to replace by X(n)

in the integral equations (I1(n)) verified by these functions) show that

|X(n) −X(m)| ≤ MaxΛ

{

α
(

∑

∣

∣

∣A
λµ

(n) −Aλµ

(m)

∣

∣

∣+ ...

+
∑

∣

∣

∣

∣

(1)

W s(n) −
(1)

W s(m)

∣

∣

∣

∣

+ ...
)

+M ′
∑

|X(n) −X(m)|
}

∣

∣x4
0 − x4

∣

∣ ,

|Ω(n) − Ω(m)| ≤ MaxΛ

{

β
(

∑

∣

∣

∣
Aλµ

(n) −Aλµ

(m)

∣

∣

∣
+ ...+

∑

∣

∣

∣

∣

(1)

W (n) −
(1)

Wm

∣

∣

∣

∣

+
∑

|X(n) −X(m)|
)

+N ′
(

|Ω(n) − Ω(m)|

+
∑

|W(n) −W(m)|
)

}

∣

∣x4
0 − x4

∣

∣ ,

|W(n) −W(m)| ≤ Max

{

∑

|W(n) −W(m)| +
∑

|U(n) − U(m)|
}

|x4|

+ |W0(n) −W0(m)|, (26.1)

|U(n) − U(m)| ≤ Max

{

γ
(

∑

∣

∣

∣A
λµ

(n) −Aλµ

(m)

∣

∣

∣+ ...+
∑

|fs(n) − fs(m)| + ...

+
∑

∣

∣

∣

∣

(1)

W (n) −
(1)

Wm

∣

∣

∣

∣

+
∑

|X(n) −X(m)| +R′
1

(

∑

|U(n) − U(m)|

+
∑

|W(n) −W(m)| +
∑

|Ω(n) − Ω(m)| +
∑

|Ω̃(n) − Ω̃(m)|
}

·
∣

∣x4
0

∣

∣

+Max

{

δ
(

∑

|X(n) −X(m)| +
∑

∣

∣

∣A
λµ

(n) −Aλµ

(m)

∣

∣

∣+ ...
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+
∑

|Φs(n) − Φs(m)|
)

+R′
2

∑

|Ω(n) − Ω(m)|
}

x4=0

.

α, β, γ, δ are bounded numbers (which only depend on the bounds (B), (B′), h and h′.
The written inequalities show without difficulty that the functions

X(n),Ω(n) and W(n), U(n)

converge uniformly towards functions X,Ω and W,U in their respective domains of definition, (Λ)
and (D),10 when the approximating functions converge uniformly towards the given functions.

These functions W,U , uniform limits of the functions Ws(n), U(n), satisfy the following proper-
ties.

27 Properties of the solutions of equations G1

(1o) The functions Wsα...US are partial derivatives up to the fourth order of the functions Ws, and

all these functions satisfy the same assumptions (B) and (B′) as the functions
(1)

W s in D.
(2o) The functions Ws verify the partial differential equations G1:

(1)

A
λµ ∂2Ws

∂xλ∂xµ
+ fs = 0

in the domain D.

28 Solution of the given equations G

We consider the functional space W defined by the functions
(1)

W s and satisfying the assumptions
(B) and (B′) in the domain D. We have just proved that the solution evaluated of the Cauchy
problem for the equations G1 defines a representation of this space into itself. Let us denote by
(1)

W s this solution.
The space W is a normed, complete and compact space (for the topology of uniform conver-

gence) if one defines the distance of two of its points by

d(M1,M′
1) = MaxD

(

∑

∣

∣

∣

∣

∣

(1)

W s −
(1)

W

′

s

∣

∣

∣

∣

∣

+ ...+

∣

∣

∣

∣

∣

(1)

U S −
(1)

U

′

S

∣

∣

∣

∣

∣

)

.

The distance of two representative points M2,M′
2 from M1,M′

1 will be compared to the
distance of these points with the help of inequalities analogous to the inequalities (26.1) (the terms
relative to the differences of the coefficients Aλµ, fs and of the Cauchy data being suppressed).

It is then clear that there exists a number η bounded, nonvanishing, such that if the number
ε(xi

0), defining the domain D, verifies
ε(xi

0) < η,

the distance of the two representative points

(

(2)

W

′

s...
(2)

U

′

S

)

and

(

(2)

W s...
(2)

U S

)

is less than the distance of the initial points.

10The number ε(xi
0) that defines D having been chosen in such a way that the representations defined with the

help of these equations reduce the distances: ε(xi
0) < 1

m M
etc.
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The representation considered admits then a unique fixed point (Ws...US) which belongs to the
space.

The functions Ws corresponding to this fixed point are solutions of the Cauchy problem, for-
mulated in relation with the given equations G, in the domain D. They possess partial derivatives
up to the fourth order, continuous, bounded and satisfying Lipschitz conditions with respect to
the variables xi.

We arrive also to the existence theorem that we state as follows.

29 Existence theorem

The Cauchy problem relative to the system of nonlinear partial differential equations

Aλµ(Wr)
∂2Ws

∂xλ∂xµ
+ fs(Wr,Wrλ) = 0 λ, µ = 1, 2, 3, 4, s, r = 1, 2, ...n, (G)

admits in the domain D, under the assumptions H , a solution possessing partial derivatives up to
the fourth order, continuous and bounded and satisfying Lipschitz conditions with respect to the
variables xi.

30 Uniqueness theorem

Let us consider the system of integral equations verified by the solutions of the given equations G.
This system can only have one solutionWs,Wsα, ..., US where theWsα, ..., US are partial derivatives
of the Ws: in this case there occurs indeed no difficulty in writing inequalities analogous to the

inequalities of Sec. 26, where W(n)...U(n);
(1)

W (n)...
(1)

U (n) on the one hand,

W(m)...U(m);
(1)

W (m)...
(1)

U (m)

on the other hand, would be replaced by two solutions of equations G, respectively; from these
inequalities one derives without suffering the coincidence of these two solutions.

31 Summary of the results of chapter III

Let us summarize here the assumptions made and the results obtained. We consider a system
of nonlinear, second-order, hyperbolic partial differential equations with n unknown functions Ws

and four variables xα, of the form

Es = Aλµ ∂2Ws

∂xλ∂xµ
+ fs = 0, λ, µ = 1, 2, 3, 4, s = 1, 2..., n. (E)

The fs are given functions of the unknown Ws, of their first partial derivatives Wsα and of the
variables xα. The Aλµ are given functions of the Ws and of the xα.

The Cauchy data are, on the initial surface x4 = 0,

Ws(x
i, 0) = ϕs(x

i), Ws4(x
i, 0) = ψs(x

i).

On the system (E) and the Cauchy data I make the following assumptions:
(1o) In the domain (d), defined by |xi −xi| ≤ d, ϕs and ψs possess partial derivatives up to the

orders five and four, continuous, bounded and satisfying Lipschitz conditions.
(2o) For the values of the Ws satisfying

|Ws − ϕs| ≤ l, |Wsi − ϕsi| ≤ l, |Ws4 − ψs| ≤ l
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and in the domain D defined by
|xi − xi| ≤ d, |x4| ≤ ε :

(a) Aλµ and fs possess partial derivatives up to the fourth order, continuous, bounded and
satisfing Lipschitz conditions.

(b) The quadratic form AλµXλXµ is of the normal hyperbolic type: A44 > 0, Aijξiξj negative-
definite.

I then prove that the Cauchy problem (ϕs, ψs) admits a unique solution, possessing partial
derivatives continuous and bounded up to the fourth order, in relations with equations (E) in a
domain △ (tronc of cone with base d):

|xi − xi| ≤ d, |x4| ≤ η(xi).

CHAPTER IV

Existence and uniqueness theorems for the equations of relativistic gravitation.
The ten potentials gαβ of the ds2 of an Einstein universe satisfy, in the domains without matter

and in absence of electromagnetic field, the ten partial differential equations of second order of the
exterior case

Rαβ ≡ ∂λΓλ
αβ − ∂αΓλ

λβ + Γλ
λµΓµ

αβ − Γµ
λαΓλ

µβ = 0,

where one has set ∂λ for ∂
∂xλ and where the xλ are a system of four spacetime coordinates what-

soever.
The ten equations are not independent because the Rαβ satisfy the four conservation conditions

(Bianchi identities)

∇λS
λµ ≡ 0 where Sλµ ≡ Rλµ − 1

2
gλµR.

1 Cauchy problem

The problem of determinism, in the theory of relativistic gravitation, is formulated, for an exterior
spacetime in the form of the Cauchy problem relative to the system of partial differential equations
Rαβ = 0 and with initial data (potentials and first derivatives) carried by any hypersurface S.

The study of the values on S of the consecutive partial derivatives of the potentials has shown
that, if S is nowhere tangent to a characteristic manifold, and if the Cauchy data satisfy four given
conditions, the Cauchy problem admits, with respect to the system of equations Rαβ = 0, in the
analytic case, a solution. This solution is unique, i.e., if there exist two solutions, they coincide up
to a change of coordinates (conserving S pointwise and the values on S of the Cauchy data).

If S is defined by the equation x4 = 0, the four conditions that the initial data must verify are
the four equations

S4
λ = 0

which are expressed in terms of the data only.

2 Isothermal coordinates

The coordinate xλ is said to be isothermal if the potentials satisfy the following first-order partial
differential equation:

Fλ ≡ 1√−g
∂(
√−g gλµ)

∂xµ
= 0.

The Einstein equations read as, in whatever coordinates,

Rαβ ≡ −Gαβ − Lαβ = 0
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with

Gαβ ≡ 1

2
gλµ ∂2gαβ

∂xλ∂xµ
+Hαβ ,

where Hαβ is a polynomial of the gλµ, g
λµ and of their first derivatives and

Lαβ ≡ 1

2
gβµ∂αF

µ +
1

2
gαµ∂βF

µ. (2.1)

We see that, if the four coordinates are isothermal, every equation Rαβ = 0 does not contain
second derivatives besides those of gαβ . The system of Einstein equations takes then the form of
the systems studied in the previous chapters.

We can, without restricting the generality of the hypersurface S11, assume that the initial data
satisfy, besides the four conditions S4

λ = 0, the conditions of isothermy:

Fµ ≡ 1√−g
∂(
√−g gλµ)

∂xλ
= 0 for x4 = 0. (2.2)

We shall solve this Cauchy problem for the equations Gαβ = 0, verified by the potentials in
isothermal coordinates, and we shall prove afterwards that the potentials obtained define indeed a
spacetime, related to isothermal coordinates, and verify the equations of gravitation Rαβ = 0.

3 Solution of the Cauchy problems for the equations Gαβ = 0

We shall apply to the system

Gαβ ≡ gλµ ∂2gαβ

∂xλ∂xµ
+Hαβ = 0

the results of chapter III by setting gλµ = Aλµ, Hαβ = fs, gαβ = Ws. Let us make on the Cauchy
data the following assumptions:

Assumptions
In a domain (d) of the initial surface S, x4 = 0, defined by

|xi − xi| ≤ d :

(1o) The Cauchy data ϕs and ψs possess partial derivatives continuous and bounded up to the
orders five and four, respectively.

(2o) In the domain (d) and for these Cauchy data the quadratic form gλµXλXµ is of normal
hyperbolic type, S being oriented in space: g44 > 0, gijXiXj negative-definite (let us remark in
particular that the determinant g of the gλµ is 6= 0).

We deduce from these assumptions the existence of a number l such that for |gαβ −ϕs| ≤ l one
has g 6= 0 and we see that, for some unknown functions gαβ = Ws, the inequalities

|Ws − ϕs| ≤ l,

∣

∣

∣

∣

∂Ws

∂xi
− ∂ϕs

∂xi

∣

∣

∣

∣

≤ l,

∣

∣

∣

∣

∂Ws

∂x4
− ψs

∣

∣

∣

∣

≤ l (3.1)

are satisfied. The coefficients of the equations Gαβ = 0 (which are here independent of the variables
xα satisfy, as the Cauchy data, the assumptions of chapter III, i.e.:

(1o) The coefficients Aλµ = gλµ and fs = Hαβ admit partial derivatives with respect to all their
arguments up to the fourth order continuous and bounded and satisfying Lipschitz conditions (gλµ

11Once a spacetime and an hypersurface S(x4 = 0) are given, there always exists a coordinate change x̌λ = f(xµ),
with x̌4 = 0 for x4 = 0, such that the potentials ǧαβ verify the conditions (2.2) (an hypersurface S can always be
integrated in a family of isothermal manifolds). Cf. the proof of Sec. 5.
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and Hαβ are rational fractions with denominator g of the gλµ = Ws, and of the gλµ = Ws and
∂Ws

∂xα , respectively).
(2o) The quadratic form AλµXλXµ is of normal hyperbolic type: A44 > 0, AijXiXj negative-

definite.
We can thus apply to the system Gαβ = 0, for the Cauchy problem here considered, the

conclusion of chapter II, which is stated as follows.
There exists a number ε(xi) 6= 0 such that, in the domain

|xi − xi| < d, |x4| ≤ ε(xi)

the Cauchy problem relative to the equations Gαβ = 0 admits a solution which has partial deriva-
tives continuous and bounded up to the fourth order and which verifies the inequalities (3.1).

4 The solution of the system Gαβ = 0 verifies the conditions
of isothermy

(1o) The solution found of the system Gαβ = 0 verifies the four equations

∂4F
µ = 0 for x4 = 0.

We have assumed indeed that the initial data satisfy the conditions

S4
λ = 0 (4.1)

and
Fµ = 0 (4.2)

for x4 = 0. Hence we have

S4
λ ≡ −g4µ

{

Gλµ − 1

2
gλµg

αβGαβ + Lλµ − 1

2
gλµg

αβLαβ

}

.

The solution of the system Gαβ = 0 verifies therefore, taking into account the expression (2.1) of
Lαβ, the equations

−1

2
g4µgλα∂µF

α − 1

2
∂λF

4 +
1

2
δ4λ∂αF

α = 0 for x4 = 0,

from which, by virtue of (4.2) (Fµ = 0 and ∂λF
µ = 0),

−1

2
g44gλα∂4F

α = 0 for x4 = 0.

We see eventually that the solution found of the system Gαβ = 0 verifies the four equations

∂4F
µ = 0 for x4 = 0.

(2o) The solution found of Gαβ = 0 verifies Fµ = 0.
This property is going to result from the conservation conditions. Ten potentials gαβ whatsoever

satisfy indeed the four Bianchi identities ∇λ

(

Rλµ − 1
2g

λµR
)

≡ 0, where Rλµ is the Ricci tensor

corresponding to these potentials.
A solution of the system σαβ = 0 verifies therefore the four equations

∇λ

(

Lλµ − 1

2
gλµL

)

= 0,
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where Lλµ = gαλgβµLαβ and L = gαβLαβ . It turns out from the expression (2.1) of Lαβ that
these equations read as

1

2
gαλ∇λ(∂αF

µ) +
1

2
gβµ∇λ(∂βF

λ) − 1

2
gλµ∇λ(∂αF

α) = 0,

from which, by developing and simplifying,

1

2
gαλ ∂2Fµ

∂xα∂xλ
+ Pµ(∂αF

λ) = 0,

where P is a linear combination of the ∂αF
λ whose coefficients are polynomials of the gαβ , gαβ

and of their first derivatives.
We notice therefore that the four quantities Fµ (formed with the gαβ solutions of Gαβ = 0)

verify four partial differential equations of the type previously studied. The coefficients Aλµ = gλµ

and fs = Pµ verify, in D, the assumptions of chapter III. The quantities Fµ are by hypothesis
vanishing on the domain (d) of x4 = 0, and we have proved that the same was true of their first
derivatives ∂αF

µ. We deduce then from the uniqueness theorem that, in D, we have

Fµ = 0 and ∂αF
µ = 0.

The potentials, solutions of the Cauchy problem formulated with respect to the systemGαβ = 0,
verifies therefore effectively in (D) the conditions of isothermy and represent the potentials of an
Einstein spacetime, solutions of the equations of gravitation Rαβ = 0.

5 Uniqueness

In order to prove that there exists only one exterior spacetime corresponding to the initial conditions
given on S, one has to prove that every solution of the Cauchy problem formulated in such a way
with respect to the equations Rαβ = 0 can be deduced by a change of coordinates from the solution
of this Cauchy problem relative to the equations Gαβ = 0. We know (chapter IV) that this last
solution is unique.

Let us therefore consider a solution gαβ of the Cauchy problem relative to the equations Rαβ = 0
and look for a transformation of coordinates

x̌α = fα(xβ).

By conserving S pointwise and in such a way that the potentials in the new system of coordi-
nates, let them be ǧαβ , verify the four equations

F̌λ = 0,

we know that the four quantities F̌λ are invariants which verify the identities

F̌λ ≡ △̌2x̌
λ = △2f

λ.

In order for the equations F̌λ = 0 to be verified it is therefore necessary and sufficient that the
functions f satisfy the equations

△2f
α ≡ gλµ

(

∂2fα

∂xλ∂xµ
− Γp

λµ

∂fα

∂xp

)

= 0 (5.1)

which are partial differential equations of second order, linear, normal hyperbolic in the domain
(D).
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If we take for values of the functions fα and of their first derivatives, upon S, the following
values (that are such that the change of coordinates conserves S pointwise)

f4 = 0, ∂αf
4 = δ4α,

f i = xi, ∂αf
i = δi

α, (5.2)

for x4 = 0, we see that the Cauchy problems formulated in such a way admit (cf. the existence
theorems) in (D) and in relation to the equations (5.1) solutions possessing their partial derivatives
up to the fourth order continuous and bounded.

We have thus defined a change of coordinates x̌λ = fλ(xα) such that, in the new system of
coordinates, the potentials ǧαβ verify the conditions of isothermy F̌λ = 0. It remains to prove
that this change of coordinates determines in a unique way the Cauchy data ǧαβ(x4 = 0) and
∂̌4ǧαβ(x4 = 0), in terms of the original data gαβ(x4 = 0) and ∂4gαβ(x4 = 0).

We know that, gαβ being the components of a covariant two-index tensor

gαβ = ǧλµ∂αf
λ∂βf

µ, (5.3)

from which, in light of (5.2),

gαβ = ǧαβ ∂igαβ = ∂̌iǧαβ for x4 = x̌4 = 0.

It remains to evaluate the derivatives of the potentials with respect to x4 and x̌4 for x4 = x̌4 = 0.
ϕ being an arbitrary function of a spacetime point we have

∂4ϕ = ∂̌λϕ∂4f
λ,

from which
∂4ϕ = ∂̌4ϕ for x4 = x̌4 = 0. (5.4)

We find, on the other hand, by deriving the equality (5.3) with respect to x4

∂4gαβ = ∂4ǧλµ∂αf
λ∂βf

µ + ǧλµ

(

∂2
α4f

λ∂βf
µ + ∂2

β4f
µ∂αf

λ
)

,

from which
∂4gαβ = ∂4ǧαβ + ǧλβ∂

2
α4f

λ + ǧµα∂
2
β4f

µ for x4 = 0. (5.5)

We deduce also from the initial values (5.2) of the fλ:

∂2
αif

λ = 0 for x4 = 0.

The fλ verify on the other hand the conditions of isothermy (5.1), from which

g44∂2
44f

λ = gαβΓλ
αβ for x4 = 0.

∂2
44f

λ is hence determined in a unique way by the original Cauchy data; this is also equally true
of ∂4ǧαβ for x4 = 0.

We have thus proved the following theorem:
Once a solution gαβ of the Cauchy problem is given in relation to the equations Rαβ = 0 (the

initial data satisfying upon S the differentiability assumptions previously stated) there exists a
change of coordinates, conserving S pointwise, such that the potentials ǧαβ in the new system of
coordinates verify everywhere the conditions of isothermy and represent the solution, unique, of a
Cauchy problem, determined in a unique way, relative to the equations Gαβ = 0.

We conclude therefore, in terms of relativity:
Theorem. There exists one and only one exterior spacetime corresponding to the initial

conditions assigned upon S.
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